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Age of Information
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Age of Information
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Age of Information
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Packet arrivals 
from each stream
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Network Model
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Literature 

Packet Arrivals Channel Reliability Queueing Discipline

Papers Active
Arbitr. 
Given

Stoch. Reliable Known Unreliab. FIFO LIFO Other

Bedewy 19 X X X

Sun 18 X X X

Hsu 18 X X X

Joo 17 X X X

Lu 18 X X X

Kaul 17 X X X

Kadota INF 18 X X X

Kadota ToN 18 X X X

Talak 18 X X X

Talak 18 sec. IV X X X

This work X X X X X
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Network Model - Two Streams Example
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Network Model - Two Streams Example
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Network Model

Bernoulli packet arrivals 
with rate, 𝝀𝒊
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Network Model - Scheduling Policy 𝜋
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During slot t:

1) A new packet arrives to the queue of stream i
w.p. 𝝀𝒊 , ∀𝑖 ∈ {1, … , 𝑁} [𝑎𝑖 𝑡 = 1]

2) BS runs the transmission scheduling policy 𝜋
and selects a single stream i [𝑢𝑖 𝑡 = 1]

3) HoL packet of stream i is successfully delivered
to destination i w.p. 𝒑𝒊 [𝑑𝑖 𝑡 = 1]

Class of non-anticipative policies Π. Arbitrary policy 𝝅 ∈ 𝚷.

𝒉𝒊 𝒕 ,𝒘𝒊

𝒛𝒊 𝒕

i

𝝀𝒊

𝒑𝒊

𝝅



Network Model - Objective Function

• Expected Weighted Sum AoI when policy 𝜋 is employed:

where 𝒉𝒊
𝝅 𝒕 is the AoI of stream i at the beginning of slot t 

aaand𝒘𝒊 is the positive weight.

• AoI-optimal policy achieves: 𝔼 𝐽∗ = min
𝜋∈Π
𝔼 𝐽𝜋
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𝔼 𝐽𝜋 = lim
𝑇→∞
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𝑇

 

𝑖=1

𝑁

𝒘𝒊𝔼 𝒉𝒊
𝝅(𝒕) ,  where

𝒉𝒊 𝒕 ,𝒘𝒊

𝒛𝒊 𝒕

i

𝝀𝒊

𝒑𝒊
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Stationary Randomized Policies

• Policy R: in each slot t, select stream 𝑖 with probability 𝝁𝒊 ∈ 0,1

• Sequence of transmission schedules from stream 𝑖 is a renewal process
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Stationary Randomized Policies

• Policy R: in each slot t, select stream 𝑖 with probability 𝝁𝒊 ∈ 0,1

• Sequence of transmission schedules from stream 𝑖 is a renewal process

• Evolution of AoI is NOT STOCHASTICALLY RENEWED after every packet delivery

• Expression for time-average 𝔼 𝒉𝒊
𝑹(𝒕) ?
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𝒉𝒊
𝑹(𝒕), 𝒛𝒊(𝒕)
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Stationary Randomized Policies

• Policy R: in each slot t, select stream 𝑖 with probability 𝝁𝒊 ∈ 0,1

• Under policy R, ℎ𝑖 𝑡 , 𝑧𝑖 𝑡 evolves as a 2-dim MC

with countably-infinite state space
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Stationary Randomized Policies

• Policy R: in each slot t, select stream 𝑖 with probability 𝝁𝒊 ∈ 0,1

• Under policy R, ℎ𝑖 𝑡 , 𝑧𝑖 𝑡 evolves as a 2-dim MC

with countably-infinite state space

• Analyzing this MC, we obtain:
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Stationary Randomized Policies

• Network with parameters (𝑁, 𝑝𝑖 , 𝜆𝑖 , 𝑤𝑖) and LIFO queues:

• Theorem: the optimal scheduling probabilities are: μi~ wi/pi, ∀𝑖
and the performance of the optimal policy is such that:
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𝔼 𝐽∗ ≤ 𝔼 𝐽𝑅
𝑆
≤ 4 𝔼 𝐽∗



Stationary Randomized Policies

• Network with parameters (𝑁, 𝑝𝑖 , 𝜆𝑖 , 𝑤𝑖) and FIFO queues:

• Theorem: the optimal scheduling probabilities are given by Algorithm 2 
which uses the bisection method to find the set of 𝜇𝑖

∗. [details are omitted]
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• Lyapunov Function: high value at undesirable states is a constant

• Lyapunov Drift:

• Max-Weight policy attempts to minimize Δ 𝑡 at every slot t

Max-Weight Policy for any queueing discipline
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Δ 𝑡 = 𝔼 𝐿 𝑡 + 1 − 𝐿 𝑡

𝐿 𝑡



• Lyapunov Function: is a constant

• Lyapunov Drift:

• Substituting the expression for the evolution of 𝒉𝒊 𝒕 + 𝟏 into the drift:

• MW policy:  in slot t, schedule stream (𝑢𝑖 𝑡 = 1) with highest value of:

𝛽𝑖𝒑𝒊 𝒉𝒊 𝒕 − 𝒛𝒊(𝒕)

Max-Weight Policy for any queueing discipline
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• MW policy:  in slot t, schedule stream (𝑢𝑖 𝑡 = 1) with highest value of:

𝛽𝑖𝒑𝒊 𝒉𝒊 𝒕 − 𝒛𝒊(𝒕)

• For different queueing disciplines substitute the corresponding 𝐳𝐢(𝐭)

• 𝒑𝒊 𝒉𝒊 𝒕 − 𝒛𝒊(𝒕) represents the expected AoI reduction from selecting i

• Theorem: consider a network employing LIFO queues. The performance of 

MW policy when 𝛽𝑖 = 𝑤𝑖/𝑝𝑖 , ∀𝑖 is such that:

Max-Weight Policy for any queueing discipline
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𝔼 𝐽𝑀𝑊
𝑆
≤ 𝔼 𝐽𝑅
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Numerical Results

• Metric:

• Expected Weighted Sum AoI : 𝔼 𝐽𝜋

• Network setup with 𝑁 = 4 streams. Stream 𝑖 has:

• channel reliability  𝒑𝒊 = 𝑖/𝑁

• arrival rate 𝝀𝒊 = 𝜆 × (𝑁 + 1 − 𝑖)/𝑁

• weights: 𝑤1 = 𝑤2 = 4 and  𝑤3 = 𝑤4 = 1

• Arrival rate in the range 𝜆 ∈ 0.01,0.02, … , 0.35

• Each simulation runs for 𝑇 = 2 × 106 slots

• Each data point is an average over 10 simulations
27
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Video of Testbed

Current work on the AoI scheduling problem.

Testbed implementation is not complete. There are a few missing parts/tests. 

Video shows a short demo.

Network Setup:

- Two sources generating packets

- Bernoulli arrivals

- Single packet queue discipline

- Sources send packets to Base station 
according to Greedy Policy on 𝒉𝒊 𝒕
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Final Remarks

In this presentation:

• Developed scheduling policies for wireless networks with stochastic arrivals, 
unreliable channels and different queueing disciplines

• Described performance guarantees 

• Conclusion: Max-Weight with LIFO queues has superior performance.

Contact:

• email: kadota@mit.edu

• personal website: www.igorkadota.com
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Questions? Thank you!

mailto:kadota@mit.edu
http://www.igorkadota.com/

