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Can a computer think like a baby?
Artificial intelligence systems have struggled to understand common-sense laws of the physical world, even though 
this ‘intuitive physics’ is rapidly acquired by young humans. Piloto et al. demonstrate that a deep learning system 
closely modelled on infant cognition outperforms the more traditional ‘learning from scratch’ systems.
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In 1950, Alan Turing — a highly 
influential theoretical computer  
scientist — wrote “Instead of trying to 

produce a programme to simulate the adult 
mind, why not rather try to produce one 
which simulates the child’s?”1. According to 
Turing, a computer could be made to think 
like an adult if we start with the mind of a 
child and provide it with the appropriate 
experiences.

In a paper in Nature Human Behaviour, 
Piloto and colleagues present data from 
a computer model of intuitive physics2. 
Intuitive physics is the common-sense 
knowledge that we use to understand how 
objects behave and interact. For instance, if 
I dangle my keys in mid-air and declare that 
I am going to let them go, everyone has the 
knowledge that unsupported objects (that 
is, my keys) do not float in mid-air and that 
two objects do not pass through one another 
(the keys and the table). Therefore, we 
expect that my keys will fall until they meet 
the table. This knowledge is not unique to us 
as adults — even 3-month-old infants have 
these expectations, and they react if they 
encounter a ‘magical’ situation that seems to 
violate these expectations3–5.

To humans, this knowledge may seem 
ubiquitous, but how we accomplish it 
remains opaque. For example, when 
it comes to intuitive physics, artificial 
intelligence (AI) cannot compete with the 
accomplishments of a typically developing 
3-month-old infant. Many AI systems 
endorse the ‘learning from scratch’ approach 
to intuitive physics, whereas research on 
infants suggests that they might start off 
with principled expectations about how 
objects behave and interact3,6,7. In this 
context, Piloto and colleagues2 ask whether 
AI models that use object-principled 
architectures can learn a diverse set of 
physical concepts — specifically ones that 
young infants understand, such as solidity 
(that two objects do not pass through one 

another) and continuity (that objects do not 
blink in and out of existence).

Piloto et al.2 address this question by 
using a standard method in AI. They created 
a computational simulation to test whether 
a deep learning system could acquire an 
understanding of intuitive physics from 
visual animations. This is an important effort 
because it tests what kinds of perceptual 
experience are needed to explain the 
knowledge that is evident in 3-month-old 
infants. The findings indicate that visual 
animations can account for some intuitive 
physics learning, but not enough to account 
for what we see in infants. In other words, 
the computational models require some 
principled knowledge about how objects 
behave and interact to match the level of 
learning that is commonly seen in infants.

This paper establishes an interesting 
middle ground in the nature–nurture debate 
about whether infants and adults view the 
world in fundamentally similar ways. The 
‘nature’ view is held by many contemporary 
developmental scientists3,6,7, but it is not the 
only possibility. Other scholars endorse the 
‘nurture’ theory of learning from scratch, 
and maintain that the key to developing 
successful intelligence lies in detecting 
patterns in the input by processing extensive 
experience or large amounts of data8–10. If the 
latter is true, then the mind can be viewed 
as a general-purpose device that adapts itself 
to whatever structures and challenges the 
environment affords. The results of Piloto 
et al.2 suggest that experience with visual 
animations is an important contribution to 
the learning process, but it is not the whole 
story. The complete story requires some 
built-in knowledge.

In addition, there were two other 
surprising findings. First, the model was able 
to generalize the expectations to a new set of 
objects and events that were different from 
those presented during training. Second, the 
model was able to successfully demonstrate 

learning, despite having been trained on 
a relatively small set of visual animations. 
These findings also parallel characteristics 
that we see in infant studies.

As with many key research findings, 
these studies could serve as a synergistic 
opportunity across AI and developmental 
science. The work by Piloto and colleagues 
is pushing the boundaries of what everyday 
experience can and cannot account for in 
terms of intelligence. The findings from this 
paper suggest that Turing might have been 
right. Common-sense physics is a situation 
in which development elaborates and refines 
knowledge without fundamentally changing 
it. This means that studies of object 
knowledge in infancy can lend insight into 
object knowledge in adults, and potentially 
tell us how to build better computer models 
that simulate the human mind. ❐
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