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Understanding the role of prosody in encoding linguistic meaning and in shaping phonetic form 
requires the analysis of prosodically annotated speech drawn from a wide variety of speech 
materials. Yet obtaining accurate and reliable prosodic annotations for even small datasets 
is challenging due to the time and expertise required. We discuss several factors that make 
 prosodic annotation difficult and impact its reliability, all of which relate to variability: in the 
patterning of prosodic elements (features and structures) as they relate to the linguistic and 
discourse context, in the acoustic cues for those prosodic elements, and in the parameter values 
of the cues. We propose two novel methods for prosodic transcription that capture variability as 
a source of information relevant to the linguistic analysis of prosody. The first is Rapid Prosody 
Transcription (RPT), which can be performed by non-experts using a simple set of unary labels 
to mark prominence and boundaries based on immediate auditory impression. Inter-transcriber 
variability is used to calculate continuous-valued prosody ‘scores’ that are assigned to each 
word and represent the perceptual salience of its prosodic features or structure. RPT can be used 
to model the relative influence of top-down factors and acoustic cues in prosody perception, 
and to model prosodic variation across many dimensions, including language variety,  speech 
style, or speaker’s affect. The second proposed method is the identification of individual cues  
to the  contrastive prosodic elements of an utterance. Cue specification provides a link between 
the contrastive symbolic categories of prosodic structures and the continuous-valued  parameters 
in the acoustic signal, and offers a framework for investigating how factors related to the 
 grammatical and situational context influence the phonetic form of spoken words and phrases. 
While cue specification as a transcription tool has not yet been explored as RPT has, it has the 
potential to provide a level of detail that will be useful in modelling systematic context-governed 
variation in the implementation of prosodic categories, with applications in automatic speech 
synthesis and recognition, as well as modelling human speech production and perception. We 
discuss how RPT and cue specification, particularly when combined, can improve the efficiency 
and reliability of prosodic transcription and how they can be integrated with expert phonological 
transcription. 

1 Introduction
Prosody offers rich data for the investigation of sentence structure, information structure, 
and pragmatic meaning. Prosody is also an important consideration for models of spoken 
language processing and discourse interaction. An essential component of any investiga-
tion of prosody is a speech sample that is annotated to locate and identify the prosodic 
elements of an utterance—a term we will use throughout this paper to refer to the prosodic 
structures that locate prominences and boundaries and the tonal or other features associ-
ated with those structures. A serious concern for prosody researchers, then, is the diffi-
culty of obtaining prosodic annotation, especially for spontaneous speech that is produced 
in meaningful communication, where prosodic expression can be rich and varied, but 
where acoustic variation is generally also the greatest and annotation can be particularly 
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challenging. This paper begins by considering the reasons why prosodic annotation is dif-
ficult despite the expert knowledge and training of the transcriber. The answer appears 
to be that the prosodic annotation of an utterance is difficult when available cues fail to 
converge on a unique assignment of prosodic features, taking into account acoustic cues 
and information in the form of predictions from the syntactic, semantic and discourse con-
text. We propose two innovations that enable prosodic annotation in situations of uncer-
tain or conflicting cues. The proposed methods involve annotation from untrained, non-
expert transcribers, and identification of acoustic cues to prosodic features. The proposed 
methods differ from traditional approaches to prosodic annotation in that they embrace 
variability in the production and perception of prosody as a source of information. The 
proposed methods are mutually independent and complement one another, but combined 
they offer richly detailed information from which we can learn more about the percep-
tual salience and phonetic expression of contrastive prosodic features, about the role of 
prosody in conveying meaning, and about the nature of the speech processing systems. 

2 Why prosodic annotation is difficult
There are a number of factors that make prosodic annotation challenging. Here we review 
difficulties related to the acoustic cues to prosodic features, individual speaker differ-
ences, and effects of the linguistic context. Some of these same factors are noted by other 
authors in this collection (Cangemi & Grice, 2016; Frota, 2016; Arvaniti, 2016), to which 
list Arvaniti also mentions speech rate, style, and task. Cangemi and Grice also point to 
nuances of pragmatic meaning related to interrogatives and politeness as factors that may 
condition intonation variation. We also recognize these myriad factors, but do not discuss 
them further here.

2.1 Reduced and ambiguous acoustic cues
One problem that occurs frequently is that acoustic cues to prosodic features can be 
reduced or ambiguous. Prosodic cues may be reduced as a consequence of the general 
phenomenon of phonetic reduction in speaking conditions that favor hypoarticulation, 
or as the result of overlap or blending of prosodic features in contexts where multiple 
prosodic features are crowded in a small phonological region (Arvaniti et al., 2006; Grabe 
et al., 2000; Silverman & Pierrehumbert, 1990). An ambiguous cue is one that appears 
in a context that is compatible with more than one assignment of prosodic features. For 
example, lengthened duration of a stressed syllable can occur as a cue to prominence or 
prosodic phrase boundary; or, an F0 fall on two consecutive full-vowel syllables can cue 
either a high tonal prominence on the first syllable (e.g., a H* pitch accent in the ToBI 
annotation system; see Beckman et al., 2005), or a falling tonal prominence on the second 
accented syllable (e.g., a H+!H* in the ToBI system). 

Faced with reduced or ambiguous cues in the acoustic signal, the transcriber has several 
options, a point also raised by Cangemi and Grice (2016) in discussing the labeling of 
variable F0 contours in Italian. The transcriber may explicitly mark the uncertain presence 
of a prominence or boundary (e.g., *? to mark an uncertain pitch accent in ToBI annota-
tion); identify alternatives to an uncertain label (e.g., marking “H* or L+H*” in a ToBI 
annotation); or appeal to contextual information to choose the prosodic label that is most 
likely in the given context (e.g., a prosodic boundary at the location of a syntactic clause 
boundary). The choice among these options may depend on the nature of the uncertainty, 
the plausibility of alternative analyses, and the strength of predictions based on contex-
tual information. And though it is useful to allow the transcriber flexibility in choosing the 
best way to resolve uncertainty in any instance, annotation is slow when transcribers must 
consider multiple solutions in assigning a prosodic element to given word. The problem is 
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compounded by the fact that prosodic elements interact, so the prosodic element assigned 
to a word with ambiguous or uncertain acoustic cues can influence the interpretation of 
the cues and corresponding prosodic elements of an adjacent word. For example, positing 
a prosodic phrase boundary at the end of a word has the result that the following word 
now stands in phrase-initial position, which in turn suggests the presence of phonetic 
strengthening effects that are often observed for phrase-initial phones. Finally, general 
criteria for resolving these ambiguities can be difficult to make explicit, thus increasing 
the likelihood of inter-transcriber disagreement.

2.2 Weighting of acoustic cues 
It is widely recognized that prosodic elements are expressed in the acoustic signal through 
numerous parameters including F0, overall intensity, spectral tilt, duration, and various 
measures of voice quality. As with acoustic cues to segmental features, the acoustic cues 
and cue parameter values associated with an individual prosodic element vary across 
instances of that element. The patterning of prosodic cue variation has not been widely 
investigated, so we have much yet to learn about the contribution of individual cues or cue 
combinations to the perception of prosodic features. Nonetheless, it seems likely that in 
natural speech settings listeners perceptually integrate cues to identify prosodic elements 
on the basis of the entire cue package. Ideally, transcribers performing prosodic annota-
tion would also take into consideration the entire cue package when assigning a prosodic 
feature to a word. Yet the transcriber’s task differs from that of ordinary speech perception 
in that the transcriber customarily receives not only an auditory signal, but also a graphi-
cal speech display that visually conveys patterns in F0, intensity, and  formants. Unfor-
tunately, other important cues to prosody, e.g., phone-normalized duration,  phonation 
quality, or spectral tilt, lack a clear visual representation in standard speech displays. This 
means that information the transcriber receives about which cues are present in the signal 
is biased, privileging especially F0 and intensity as cues to prosodic features. There are 
currently no explicit, objective criteria for weighting acoustic cues to prosodic features, 
and so we can expect variation among transcribers in cue weighting. Disparities in cue 
weighting across transcribers can percolate up and result in differences in the assignment 
of the phonological prosodic elements, compromising comparisons across studies, and 
thereby diminishing the value of the prosodically annotated speech data. 

2.3 Individual speaker differences
Our experience as ‘expert’ transcribers (i.e., having in-depth familiarity with theoretical 
claims about the phonological structures and with phonetic correlates of prosody) anno-
tating spontaneous speech materials is that annotation often becomes easier and faster 
as we gain familiarity with the speech patterns of an individual speaker. This reflects 
the fact that individual speakers vary in their use of prosody. Production studies of pros-
ody in varieties of British and American English report individual speaker differences 
in the assignment of prosodic elements marking prominence and boundaries (Grabe, 
2004; Yoon, 2010), and in the phonetic encoding of prosodic elements (Cole & Shattuck-
Hufnagel, 2011; Peppé et al., 2000). For instance, Peppé et al. (2000) find that British 
English speakers vary in their use of silent pause and final lengthening as a cue to pro-
sodic phrase boundary in short read-aloud sentences designed to elicit internal juncture 
(‘cream, buns, and jam’ vs. ‘cream buns and jam’), and Cole and Shattuck-Hufnagel (2011) 
find similar differences among American English speakers in their use of silent pause to 
mark a prosodic phrase boundary in utterances imitated from spontaneous speech stimuli. 
What this means for prosodic annotation is that a transcriber annotating a multi-speaker 
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database cannot rely on any one acoustic cue as evidence for a particular prosodic feature, 
though there may be patterns of relative consistency in the prosodic patterns produced by 
an individual speaker. 

2.4 Influence from linguistic context
Prosodic structures and features are assigned to words based in part on their syntactic and 
semantic context. For example, in English the end of a sentence is often marked with a 
prosodic phrase boundary, and a pitch accent is very frequently assigned to the rightmost 
content word (or compound) in eventive sentences, subject to conditions of semantic 
weight or informativeness. The co-occurrence of prosodic features with specific properties 
of the syntactic or semantic context enables the listener to predict prosodic elements based 
on recognized syntactic or semantic properties, prior to (or independent of) consideration 
of the acoustic cues to prosody. Top-down effects of this sort are demonstrated in a recent 
study of prosody perception in American English by Cole and her colleagues (Cole, Mo, & 
Baek, 2010; Cole, Mo, & Hasegawa-Johnson, 2010). In that study, words that are marked 
as prominent by transcribers (using the RPT method, see Section 4) can be predicted on 
the basis of acoustic cues from the stressed vowel about as well as they can be predicted 
from the top-down factors of the word’s log-frequency and repeated mention index as 
measures of informativeness (Cole, Mo, & Hasegawa-Johnson, 2010). These top-down 
factors make an independent contribution to the prominence prediction model, which 
suggests that in at least some cases transcribers may mark prominence based on the top-
down predictors in the absence of strong cues from the acoustic signal. The same study 
showed similar effects of partially independent top-down prediction from the syntactic 
context in transcribers’ boundary labeling (Cole, Mo, & Baek, 2010). We reason that these 
top-down predictions about prosodic elements do not typically trump the acoustic evi-
dence, so that information from the acoustic signal is in fact relevant to the transcriber’s 
choice of labels. In fact, it appears that acoustic cues are primary in prosodic transcription 
in the default case, as shown by Cole, Mahrt, and Hualde (2014), who find that transcrib-
ers assign a higher weight to top-down factors like syntactic context or information status 
only when explicitly instructed to attend to those factors while performing transcription. 
In the absence of special instructions, the transcribers’ choice of labels is more strongly 
predicted by acoustic cues; but when acoustic cues are ambiguous, top-down information 
may play a stronger role.

The influence of top-down processing in predicting prosodic elements poses a problem 
for prosodic transcription. Even if transcribers are instructed to consider only acoustic 
cues, and to disregard the syntactic, semantic, and discourse context, as in the ToBI tran-
scription guidelines (Beckman & Ayers Elam, 1997), transcribers can’t help but be aware 
of the linguistic context of a word in a given utterance and they may find it hard to fully 
suppress predictions stemming from their extensive experience with the prosodic pat-
terns of the target language. Predicted prosodic elements may intrude on the transcriber’s 
evaluation of acoustic cues and may favor annotation of prosodic elements that agree 
with predictions. Intrusions of this sort may be particularly influential in situations where 
the acoustic cues are reduced or ambiguous, and may partially explain the challenge of 
automatic prosodic feature detection based only on acoustic input (see Rosenberg, 2009).

3 Acoustic cues and perceptual criteria in prosodic annotation
There are a number of competing approaches to prosodic annotation. Some approaches 
annotate prosody using abstract phonological features that characterize distinct levels or 
types of prominences and boundaries. Two examples of such systems are the Tones and 
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Break Indices [ToBI] system (Beckman et al., 2005), and the Rhythm and Pitch [RaP] 
 system (Breen et al., 2012). Other approaches use continuous acoustic measures (mainly F0)  
that can be automatically calculated from the speech signal. Such systems include the 
Parametric Intonation Event [PaIntE] model (Möhler & Conkie, 1998), Quantitative  
Target Approximation [qTA] (Prom-on et al., 2009), and TILT (Taylor, 2000). 

Prosodic annotation with abstract phonological elements requires the effort of human 
transcribers; it is based on the transcriber’s auditory impression of prosodic elements 
related to prominences and boundaries supplemented by visual inspection of the wave-
form, spectrogram, and F0 contours of the utterance. The advantage of this method is that 
the human listener can integrate information from many cues, and can take into account 
relationships between neighboring prosodic elements, considering, e.g., the degree of 
juncture between successive boundaries, or the level of prominence across successive 
pitch accents. These relationships have been shown to be important for the prosodic 
expression of focus, finality, and certain syntactic dependencies (e.g., Katz & Selkirk, 
2011; Ladd, 2008, p. 78; Wagner, 2010). The disadvantage of prosodic annotation using 
abstract phonological elements is that it is in the end a perceptual annotation, and as such 
it is at least partly subjective. Labeling criteria must be explicit and very clear in order for 
annotations to be consistent across transcribers, and must provide a standard measure of 
reliability, yet currently available labeling guidelines simply do not address the range of 
annotation challenges that are commonly encountered, and that have been highlighted by 
several decades of experience with prosodic transcription. 

Approaches that use acoustic measures to characterize prosody face different challenges. 
The acoustic measures themselves can often be extracted without human intervention, though 
most rely on a prior segmentation of the speech signal to designate the word or syllable from 
which acoustic measures are taken. If word and syllable segmentation can be done automati-
cally, as in Reichel’s (2014) CoPaSaul system, then these methods can be used with little 
human intervention, avoiding the subjectivity of a perceptual annotation. The shortcoming 
of these methods is that they do not easily perform the cue integration that is automatic for 
human listeners, nor do they typically take into account the relationship between the acous-
tic measures of neighboring (or nearby) words. The point we wish to emphasize here is that 
the association between a prosodic element and its function in signaling linguistic structure 
and meaning involves not a single cue, but a constellation of cues, with the cue mixture and 
cue values subject to variation due to factors such as those described in Section 2. 

In a prosodic transcription system using abstract phonological elements (i.e., features 
and structures) to label prominences and boundaries, the elements serve to bundle the 
phonetic variables that express the structural and meaning functions of prosody. In other 
words, abstract prosodic elements play the same mediating role in the mapping between 
speech and meaning as distinctive features do for the representation of lexical contrast 
(Jakobson et al., 1952; see Mielke, 2011). Stevens (2002) proposed that, in speech percep-
tion, listeners extract individual cues to those features from the signal, and integrate that 
cue information to determine the feature composition of the speaker’s intended words; in 
more recent work (e.g., Stevens & Keyser, 2010), this proposal was extended to include 
the addition of individual feature-enhancing cues by speakers. This approach suggests a 
model for segmental processing based on a distinction between the abstract discrete fea-
tures that carry meaning functions and the phonetic cues that express those features in 
the speech signal, with different cue patterns occurring in different contexts. Similarly, 
prosody can be decomposed into two components, with discrete prosodic elements that 
encode structural and meaning relations among linguistic units such as words and phrases, 
phonetic cues that are bundled in systematic and potentially language-specific patterns in 
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the acoustic speech signal, and different cue patterns in different contexts (such as tonal 
crowding). We argue here that prosodic transcription must explicitly consider both levels. 
In distinguishing two levels of prosodic representation—one for abstract elements and 
one for phonetically detailed cues—our proposal resonates with the proposals by other 
authors in this collection (Cangemi & Grice, 2016; Frota, 2016; Hualde & Prieto, 2016). 
Beyond the papers in this collection, our proposal is also somewhat similar to that of Hirst 
(2005), who posits an abstract feature annotation at a level termed Intonation Function, 
with a stylized encoding of F0 target points that define phonetic cues.

Different systems of prosodic transcription propose different sets of labels to mark pro-
sodic elements. These differences may be more than superficial, because the choice of 
prosodic labels determines how information from the continuous speech signal gets trans-
lated into information about linguistic structure (e.g., stress constituents, syntactic or 
discourse juncture), information structure (e.g, given, new, accessible), or discourse refer-
ence (e.g., narrow, contrastive, or corrective focus). The prosodic label set must provide 
distinct labels for prosodic sound patterns that are associated with different meanings, and 
for those associated with different structures at the phonological, syntactic, or discourse 
levels. In other words, a prosodic annotation system (like any sound-level transcription 
system) embodies a hypothesis about the relationship between the prosodic form of an 
utterance, in terms of the elements that encode prosody, and the associated function of 
that prosodic form in conveying linguistic meaning. Frota (2016) makes a similar claim, in 
stating that “a transcription is an analysis of the intonation system, which ultimately aims 
to identify the contrastive intonation categories of a given language and establish how 
they signal meaning.” It follows, then, that decisions about the type of labels included in 
a prosodic annotation system can be made only with reference to the nature of the mean-
ingful linguistic contrasts that are conveyed through prosody. 

The necessity of considering meaning distinctions for questions about transcription is 
not a new claim, and is not specific to prosodic transcription (a point also emphasized 
by Cangemi & Grice, 2016, and Arvaniti, 2016). Transcription at the level of the phone 
(a consonant or vowel segment) is always grounded in the criterion of meaningful dis-
tinction, including distinctions that carry lexical contrasts, as well as distinctions that 
characterize systematic positional allophones. Phonetic detail that does not distinguish 
among meaningful categories may be salient to the listener, it may signal important 
information (such as speaker identity, her physiological or psychological state, or social 
affiliations of the speaker), and it may be included in memory representation, but it is 
not typically represented in speech transcription. Rather, a phone-level transcription is 
a discretization of the speech signal that labels phones (or other sub-lexical units) with 
their distinct category labels, e.g., using IPA phone symbols. For purposes of linguistic 
inquiry, a phonetic transcription that employs discrete, categorical labels is appropriate, 
since evidence suggests that similarly abstract units are part of the cognitive representa-
tion of speech. For instance, recent work on speech perception shows a privileged role 
for abstract category representations in speech perception (Mitterer & Ernestus, 2008; 
Ernestus, 2013), and in perceptual learning of the acoustic boundaries between phoneme 
categories (Cutler, 2008). 

Existing approaches to prosodic analysis differ in the degree to which the prosodic 
labels assigned to words are grounded in a theory of the meaning function of those labels 
in the language under study. Explicit proposals about the linguistic function of prosodic 
elements (e.g., pitch accents and boundaries) are found in a number of early works on 
prosody, including Bolinger (1989), and Gussenhoven (1983), and in some work in the 
Autosegmental-Metrical framework, including the seminal work on English by Beckman 
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and Pierrehumbert (1986) and Pierrehumbert and Hirschberg (1990), and later work 
on German by Grice, Baumann, and Benzmüller (2005) and Baumann and Grice (2006). 
Studies investigating the meaning function of prosodic elements have been carried out for 
other languages as well—see papers by numerous authors in Elordieta and Prieto (2012) 
and in the Speech Prosody proceedings volumes beginning in 2002. Yet, while researchers 
may recognize the importance of meaning criteria in establishing an inventory of prosodic 
features, prosodic annotation itself is typically carried out without consideration of the 
meaning function of the prosodic labels assigned to individual words. Indeed, functional 
considerations may be explicitly set aside so that researchers can use a prosodic annota-
tion to explore the prosodic form-function relationship in a given language. In our view 
this practice is potentially problematic, a concern also expressed by Arvaniti (2016). In 
the situation where prosodic annotation is difficult due to ambiguous or unclear cues, as 
described above, a prosodic label assigned to a word may be of uncertain status at two 
levels: in its acoustic expression and in its meaning function. Such uncertainty jeopard-
izes subsequent analysis of the relationship between prosodic elements and their meaning 
functions, or between prosodic elements and their phonetic expression, and presents a 
challenge for corpus analyses of spontaneous speech, and more generally for the analysis 
of any set of speech materials where the prosodic annotation is of uncertain reliability, 
including analyses of languages where there is little prior work on the inventory of pro-
sodic elements.

4 Prosodic annotation from untrained, non-expert transcribers
We have argued that variability and ambiguity in the acoustic cues to prosody can lead 
to differences among transcribers in the prosodic labels assigned to a given utterance. 
In common transcription practice inter-transcriber differences are resolved through con-
sensus, majority vote, or arbitration, to yield a single “true” annotation. In other words 
inter-transcriber differences are discarded, as noise in the transcription signal; yet those 
differences can also be viewed as a source of information, e.g., about where ambiguities 
are likely to arise. This section describes Rapid Prosody Transcription (RPT) as a method 
that captures inter-transcriber differences in annotation, offering new insight into the 
interaction between the prosodic form of an utterance and its function in conveying lin-
guistic structural relations and meaning. 

RPT is a simple method of transcription in which listeners identify prominences and 
boundaries, in separate tasks, based on their auditory impression of an utterance. It has 
been used by Cole and her colleagues in a number of studies investigating prosody in 
American English (Cole, Mo, & Baek, 2010; Cole, Mo, & Hasegawa-Johnson, 2011; Mo, 
2011), Hindi (Jyothi et al., 2014), and Russian (Luchkina & Cole, 2013, 2014). Other 
work has used RPT for the prosodic analysis of French (Smith, 2011, 2013) and Spanish 
(Hualde et al., 2016), for the study of L2 English prosody production as judged by L1 lis-
teners (Smith & Edmunds, 2013) and for the study of L2 prosody perception with Japanese 
learners of English (Pintér et al., 2014). 

4.1 RPT method 
4.1.1 Transcribers
RPT can be performed by any person with functioning hearing and vision, and though our 
studies have used transcribers who self-report as having normal hearing and vision, the 
method could also be used by transcribers with sensory impairment to test the effect of 
the impairment on prosody perception and comprehension. RPT does not require training 
in prosodic transcription, or any specific knowledge about prosody, speech, or any aspect 
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of linguistics. Some knowledge of the target language is deemed necessary in order for 
the transcriber to be able to pick out words in fluent speech, and transcribers should also 
have sufficient reading ability to be able to follow a transcript of the speech sample they 
are listening to. RPT studies have been successfully conducted with native speakers of 
the target language, with fluent bilinguals, and with language learners at different abil-
ity levels. Multiple transcribers from the same speaker/listener population transcribe the 
same speech materials, and patterns of inter-transcriber agreement are used to calculate 
the prosody “score” for each word, as described below. We have used 10–22 transcribers 
with the RPT method in our work, with no noticeable differences in the resulting patterns 
of agreement related to the number of transcribers. 

4.1.2 Speech materials
We have used RPT with speech samples of length varying between 10–60 s in duration, 
and which typically include one or more syntactic clauses and one or more prosodic 
phrases. RPT can be used for transcription of speech regardless of genre or style. The 
emphasis in developing RPT was to have an efficient means of transcribing prosody in 
spontaneous speech produced in interactive communication contexts, though we have 
also used it with read-aloud sentences, and for transcription of ‘imagined’ prosody based 
only on text materials. 

4.1.3 Task
Transcribers listen to recorded speech samples through headphones or speakers, and 
are asked to mark prominences and boundaries on individual words in a transcript of 
the speech sample. Transcripts are prepared without punctuation, capitalization, or 
any other orthographic or font specification that might normally be used to convey 
prosody in written materials. Transcribers are given minimal instructions, such as (for 
English): “mark as prominent words that the speaker has highlighted for the listener, to make 
them stand out,” and “mark boundaries between words that belong to different chunks that 
serve to group words in a way that helps listeners interpret the utterance.” Depending on 
the goals of the research, instructions can be varied to draw the transcriber’s atten-
tion to acoustic cues, to the syntactic or discourse structure properties of utterance, to 
information structure, discourse context, or any other aspect of the stimulus that can be 
perceived and judged by the listener (Cole, Hualde, & Mahrt, 2014). Transcribers are 
given no example transcriptions, and no feedback on their transcription. They are told 
that listeners may differ in how they perceive the prominences or boundaries for the 
same utterance, and that such variation is informative for the investigator. The goal is 
to reduce the transcriber’s concern about matching a “correct” transcription. Figure 1 
shows a screen shot of an individual’s RPT transcription for an excerpt of spontaneous 
speech, performed using a customized web interface for digital collection of transcrip-
tion data (Mahrt, 2015).

A key feature of RPT is that the speech sample is presented to the transcriber in its 
entirety; the transcriber does not have control over playback and cannot preferentially lis-
ten to any portion of the speech sample. RPT can be performed in real-time, as the speech 
sample plays, in which case the transcriptions reflect the listener’s immediate perceptual 
response as a function of the prior context of the utterance. Practically speaking, real-time 
transcription is necessary with longer speech samples if listeners are not able to start and 
stop playback of the recording, since it would otherwise be very difficult to recall prosodic 
judgments for words that appear early in the sample. We have found it helpful to let lis-
teners hear the speech sample two times for each transcription task, and to allow limited 
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modification of labels assigned on the first pass, though within the time constraints of 
real-time transcription on both listening passes. 

Transcription of prominences and boundaries are done as separate tasks when RPT is 
performed in real-time or rapid mode, because of the difficulty in explicitly attending to 
these two dimensions of prosody simultaneously, under time pressure. The two tasks can 
performed by the same transcriber for the same speech materials, either in immediate suc-
cession for each speech sample, or sequentially over the entire set of materials transcribed 
in two blocks of the transcription session, or even in successive sessions. 

Transcriptions for each speech sample and all transcribers are aggregated, and each 
word is assigned a prominence score (p-score) and boundary score (b-score) represent-
ing the proportion of transcribers who marked that word as prominent, or as preceding 
a boundary. Figure 2 shows the p-scores and b-scores of the words in a sample speech 
excerpt for American English. Scores near zero indicate that few or no transcribers per-
ceived the word as prominent (or preceding a boundary), while scores near 1 indicate that 
all or most transcribers perceived the word as prominent (or pre-boundary). Intermediate 
values represent lesser inter-transcriber agreement. 

Figure 2 illustrates patterns we observe frequently in RPT annotations for American 
English spontaneous speech. First, the most frequent p- and b-score values are zero, indicat-
ing that many words in this excerpt are never judged as prominent (8/24) or as preceding 
a boundary (15/24). Conversely, there are no words that all listeners agree are prominent, 
and only one word that all heard as preceding a boundary. This finding, which generalizes 
across our RPT database, indicates that the absence of prosodic marking is more salient 
than the presence of such marking, suggesting either a clear acoustic “profile” for pro-
sodically unmarked words, and/or a convergence of acoustic cues and top-down factors 
predicting non-prominence or non-finality. We observe that strong perceptual prosodic 
breaks (after though and just) are sparsely distributed, with relatively weaker peaks of 

Figure 1: Example RPT output from an individual transcriber showing perceived prominences 
(red) and boundaries (vertical bars) for a spontaneous speech audio excerpt transcribed in its 
entirety. Transcript excerpted from the Buckeye Corpus (Pitt et al., 2007), speaker 17, track 1. This 
audio content is available at: http://dx.doi.org/10.5334/labphon.29.wav1. 

http://dx.doi.org/10.5334/labphon.29.wav1
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perceived prominence on a few words at locations in between. The locations of the strong 
and weak perceptual breaks suggest a correspondence with the higher and lower prosodic 
boundaries in hierarchical models of phrase structure (Beckman & Pierrehumbert, 1986; 
Nespor & Vogel, 1986; Selkirk, 1995). If this finding is confirmed through comparison of 
RPT with prosodic transcription in one of these frameworks (including the ToBI system), 
it would indicate a lesser perceptual salience for lower-level prosodic boundaries, which 
would in turn have implications for our understanding of the role boundaries play in 
speech processing. Looking at the pattern of perceived prominence across this excerpt, we 
find less sharply distinguished peaks of prominence, and more numerous smaller promi-
nence peaks, including multi-word spans with diffuse, low-level prominence. These pat-
terns, which again are not unique to this sample, demonstrate that prominence perception 
is not as consistent across listeners. 

4.2 Relating variability in acoustic cues and perception
Although the individual transcriber using RPT makes only binary distinctions for promi-
nence and boundary (marking only those words perceived as prominent or pre-boundary), 
the p-scores and b-scores derived from RPT are (quasi-)continuous-valued, ranging from 
0 to 1, with higher values indicating strong perceptual salience of the prosodic element. 
This results in graded prosodic labels that can be used to test the contribution of indi-
vidual acoustic cues or other non-acoustic predictors to the perception of prominence 
and boundaries. For instance, prior studies show that multiple acoustic measures are cor-
related with prosodic elements (e.g., Cole et al., 2007; Kochanski et al., 2005), and with 
the syntactic structures, focus, or information structure that are prosodically encoded 
(e.g., Breen et al., 2010). The acoustic correlates of prosodic elements are variable across 
instances of any given prominence or boundary element, a fact well-known to anyone 
who tries to match training examples to speech samples they are prosodically annotating, 
which raises the question of whether cue variability contributes to lower inter-transcriber 

Figure 2: P-scores (prominence) and b-scores (boundaries) for individual words calculated from 
RPT output from 16 transcribers, for a spontaneous speech sample. Only a portion of the 
transcribed sample is shown here. Speech sample from the Buckeye Corpus (Pitt et al., 2007), 
speaker 26, track 1. This audio content is available at: http://dx.doi.org/10.5334/labphon.29.
wav2. 

http://dx.doi.org/10.5334/labphon.29.wav2
http://dx.doi.org/10.5334/labphon.29.wav2
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agreement in prosodic annotation. Is it the case that transcribers are more likely to agree 
in the assignment of a prosodic label in the presence of strong acoustic cues? The answer 
appears to be yes, at least for RPT. Several studies that examine acoustic correlates of 
RPT scores find that higher (i.e., more extreme) cue values predict higher p-scores and 
b-scores, meaning that transcribers are more likely to mark prominence and boundaries 
in the presence of strong cues (Cole, Mo, & Baek, 2010; Cole, Mo, & Hasegawa-Johnson, 
2010, Mahrt et al., 2012). An interesting question for future research is whether the link 
between high RPT scores and strong acoustic cues can be used to distinguish among types 
of prominences or boundaries, or between various structural or meaning functions that 
those prosodic features encode—e.g., are there stronger acoustic cues signaling a pitch 
accent marking contrastive focus (e.g., L+H* in the ToBI system) compared to pitch 
accents marking new-information focus (e.g., ToBI H*), or do stronger cues signal phrases 
that end at topic boundaries compared to topic-internal phrases? And are RPT p-scores 
and b-scores also higher for such word tokens with stronger acoustic cues? Preliminary 
findings for American English are promising (Cole et al., 2014), and we expect that fur-
ther exploration of these patterns, examining factors that predict the RPT p- and b-scores, 
may reveal new insights into prosodic elements and their meaning functions.

4.3 RPT and linguistic models of prosody
Like the other papers in this collection, RPT draws on linguistic theories of prosody (or 
intonation) in recognizing prominence and phrasing as two separate dimensions of pro-
sodic form, and as such RPT can be used within any theoretical framework that recog-
nizes prominence and phrasing, as a means of tapping into ordinary listeners’ subjective 
impression of prominences and boundaries in speech. RPT can even be used to explore 
prosody, from the perspective of the listener, in languages for which the prosodic pho-
nology has not yet been worked out, and such data may be then used as the basis for 
developing more articulated grammatical models. For languages where there are existing 
models of the prosodic phonology, such as English, RPT p-scores and b-scores provide 
an independent measure of the perceived similarity (or difference) among prosodic ele-
ments, such as pitch accents or boundary tones. RPT scores also reveal constraints on the 
localization and sequencing of prominence and boundaries, in the distribution of scores at 
different locations in the utterance. For example, a common finding with RPT scores when 
viewed over individual speech samples, as in Figure 2, is that there are diffuse peaks of 
prominence (or boundaries), where in a sequence of two or more words, each word has an 
elevated p-score (or b-score), indicating that listeners hear a prosodic event in the region 
of those words, but that the event is not as clearly localized in perception compared to 
other locations. In Figure 2 such an example can be seen in the elevated p-scores over the 
first two words, …I think…, suggesting a prominence on one of those words, though the 
audio sample for that excerpt does not convey strong emphasis that would be expected if 
both words were individually and independently prominent. 

Another potentially fruitful application of RPT is in research on dialectal variation. 
Using similar speech materials in related languages, differences in listeners’ judgments of 
prominence and phrasing can be correlated with measurable differences in acoustic cues 
to gain insight into the parameters of variation. In this collection, the papers by Frota and 
Prieto and Hualde advocate the adoption of phonetically transparent intonational labels 
to facilitate comparisons of intonation systems across dialects and languages. RPT can 
be used independently or as a supplement to this practice, with RPT scores providing an 
independent measure of the similarity (or differences) in the location of pitch accents or 
boundary-marking tones across language varieties, as a basis for assigning differences at 
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the level of the phonological prosodic element, or in the acoustic cues associated with an 
element.

4.4 Broadening the empirical foundations of prosodic theory
RPT transcription is much faster for the individual transcriber than what is commonly 
reported for prosodic transcription performed by trained, expert annotators, as in a ToBI 
transcription. As already mentioned, RPT can be done in real time, and even allowing for 
two listening passes each for prominence and boundary transcription, RPT can be carried 
out in something like 4x real time. This is at least one order of magnitude faster than 
 transcription under the ToBI method, as anecdotally reported from many ToBI transcrip-
tion sites, and consistent with our collective experience. RPT does require many more 
transcribers than are typically used for an expert transcription, but RPT transcribers can 
work in parallel. With transcription tasks conducted over the internet, an entire study 
can be completed in very short time, depending only on the availability of transcribers. 
The efficiency of RPT at the level of the individual transcriber opens the door for large 
transcription projects, and for transcription of spontaneous speech or other genres that 
exhibit high phonetic variability, and including materials with disfluencies or emotional 
and affective content that can affect the expression of prosodic elements at the level of 
the acoustic cue.

A further advantage of RPT is that it allows many people to participate as listeners/ 
transcribers in prosody research, including those from populations not easily accessed 
from the university communities where most prosody researchers reside. This opens the 
door to obtaining prosody judgments from minority linguistic communities, from elderly 
people and those in rural communities, and from communities of language learners. 

4.5 Prosodic variation across speech genres and styles
An important goal of prosody research is to identify the function of prosody in encoding 
structural and meaning distinctions. This goal has been pursued in prior work through 
controlled elicitation of utterances produced in response to prompting questions or 
 statements. For example, Eady et al. (1986) investigate the prosodic encoding of focus in 
sentences like Jeff gave the ball to the cat produced in response to different prompts that 
elicit broad focus (What happened?), focus on the verb phrase (What did Jeff do?), or focus 
on the indirect object (What did Jeff give the ball to?). In this case, the information status 
and focus conditions that are being studied for their relation to prosody are determined 
in advance by the experimenter and built into the speech materials. The analysis can 
focus directly on evidence of prosodic elements such as pitch accent, or their absence, 
on the pre-designated target words. This experimental approach has been successfully 
used to elicit both read aloud productions (e.g., Eady et al., 1986; Gussenhoven, 1983, 
and others), and spontaneous productions (e.g., Breen et al., 2010; Speer et al., 2011), 
and has provided rich insight into the prosodic encoding of information structure, focus, 
and syntactic structure. But the same experimental methods are not easily extended to 
investigate prosodic phenomena of a more complex nature, or from a greater variety of 
discourse contexts. 

To the extent that RPT can be used to gauge the perceptual salience of prominences 
and boundaries in speech representing any genre or style, it may yield insight into the 
 relationship between prosodic elements and their function. For example, radio news 
announcers tend to have a very lively and engaging speech style that is manifest in the 
frequent use of pitch accents, relative to conversational speech. This raises the question 
for English, where pitch accents are used to mark focus, whether listeners associate pitch 
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accents with information status to the same degree in radio news speech and in conver-
sational speech. Does the frequency of pitch accent in radio news speech lead listeners 
to discount the value of pitch accents in signaling important information? More gener-
ally, do listeners adapt their sensitivity to prosodic cues in the speech signal, or adjust 
the weighting of prosodically signaled information, as a function of the speaking style, 
 discourse context, or other situational factors? RPT can provide direct answers to such 
questions, and more generally, offers a window for viewing the prosodic processing in 
speech. 

5 Annotation of acoustic cues
The second approach we propose to advancing prosodic transcription is based on  
lessons learned from recent work on transcription of segmental variation. These lessons 
concern the degree and type of surface phonetic variation that spoken utterances exhibit. 
Over the past few decades, a large body of information has accumulated about the strik-
ing degree and systematic nature of context- and situationally-governed variation in the 
surface phonetic forms of words and their component sounds in spoken utterances (e.g., 
Bybee, 2001; Hawkins, 2003, 2011; Johnson, 2004; Jurafsky et al., 2001; Kohler, 1998). 
These observations in the segmental domain have provided a new way to think about 
transcription. In this section we discuss lessons learned from this work about how the 
acoustic cues to a given linguistic contrast or structure vary systematically in different 
contexts, and we examine the potential applicability of these lessons to studies of pros-
ody. Specifically, we suggest that prosodic transcription might benefit from focusing on 
the question of precisely how the patterns of individual cues to the contrastive categories 
of prominence and boundary types can vary in different contexts. That is, we suggest a 
focus on the presence vs. absence of individual acoustic cues that are known (or hypoth-
esized) to signal prosodic contrasts, as well as on how both cue choice and cue values 
vary  systematically. We believe that this approach can lead to a better understanding of 
the contrastive phonemic categories of prosodic structure, as well as of the systematic 
differences in how these structures are implemented phonetically across contexts, across 
languages, and across individual speakers.

The identification of individual cues to distinctive features has long been considered in 
studies of the phonetic implementation of contrastive segmental categories. For exam-
ple, in a well-known early paper on the cues to the voicing contrast in stop consonants 
in American English, Lisker (1986) observes that “as many as 16 pattern properties can 
be counted that may play a role in determining whether a listener reports hearing, for 
example, rapid vs rabid” (p. 3). Since then, a large number of authors too numerous to 
mention here have discussed the active control of phonetic variation in speech process-
ing. For example, Kingston and Diehl (1994) proposed that “the phonetic interpretation of 
phonological representations may be controlled as well as automatic, because contextual 
variation in the realization of distinctive feature values is a flexible and adaptive response 
to variation in the demands on the production or perception of these values between con-
texts” (p. 419). And more recently, Steriade (1999) and Flemming (2004) have proposed 
a critical role for the perceptibility of feature cues in the process of phonological and pho-
netic sound change. Wright (2005) lists a comprehensive set of acoustic cues to segmental 
feature contrasts, summarizing much of the knowledge in this area that has accumulated 
over the past 50 or 60 years of speech signal analysis and perceptual experimentation. 

While these and many other authors have considered the effects of feature cues on 
phonological and phonetic processes, the potential implication of separate cognitive rep-
resentations of cues has not always been thoroughly drawn out. Stevens (2002) took 
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the further step of proposing distinct roles in perception for different types of feature 
cues, distinguishing between acoustic landmarks (abrupt changes in the acoustic signal, 
largely associated with manner features), and other acoustic cues (associated with place 
and voicing features). He proposed that landmark cues are recognized first, providing not 
only information about manner features, but also the location of regions likely to be rich 
in other cues (such as formant transitions into and out of consonant closures) and con-
straints on which kinds of features to search for evidence of, in those landmark-defined 
regions (e.g., in the region of a vowel landmark, analyses of the signal for cues to the 
feature [strident] are not required). In work with Keyser (Keyser & Stevens, 2006; Stevens 
& Keyser, 2010), this proposal for landmark-based initial processing in speech percep-
tion was combined with the suggestion that speakers, like listeners, represent individual 
feature cues, and that they sometimes choose to enhance a feature contrast by adding, 
strengthening, omitting, or weakening individual feature cues in different contexts. In this 
approach, a feature cue is not a raw acoustic measure of the speech signal, but rather a 
derived value, which captures a change in or relationship among measurable values in the 
speech signal (see below for further discussion). 

Traditionally, systematic context-governed phonetic variation has been handled 
in transcription by the use of allophones, sometimes called positional allophones. 
However, it is not clear that allophonic transcription is the best way to handle some 
of the phenomena which have been gradually revealed over the past decades by large-
scale analysis of speech corpora made up of speech produced in natural communi-
cative situations. For example, these analyses have revealed many cases of massive 
reduction (Johnson, 2004), in which, e.g., English words like totally and probably are 
produced as something close to (but potentially distinct from) the words toy and pry. 
Allophonic transcription, in which each allophonic character represents a symbolic 
category that summarizes a specific bundle of cues, elegantly captures many aspects 
of the extensive surface variation in word form that is observed in communicative 
speech. But it is not well suited to capturing the fact that some of the cues specified 
by a single allophone relate to one word, phoneme, or feature of the target utterance, 
while other cues relate to a different word, phoneme, or feature of the utterance—
a circumstance that is particularly extensive in cases of massive reduction. In such 
cases, the transcription might lead one to assume that an entire phoneme had been 
deleted from the utterance, while in fact one or more cues to the features of an appar-
ently deleted phoneme may well be available in the signal. A processing model in 
which speakers and listeners represent and manipulate individual cues to feature con-
trasts as well as their quantitative values provides a natural account of this otherwise 
puzzling phenomenon. That is, in a cue-based model it is natural that when speakers 
massively reduce the form of a word, they sometimes leave just a few cues to the tar-
get phonemic segments of that word in the signal; this set of remaining cues has been 
called the ‘phonetic residue’ (Niebuhr & Kohler, 2011). Such a model is also consistent 
with a large number of findings illustrating the sensitivity of speakers and listeners to 
detailed variation in cue values produced by different speakers (such as VOT duration 
(Neilson, 2011) or the spectral profile of the noise associated with /s/ vs. /f/ (Cutler 
et al., 2010)). 

This proposal for individual-feature-cue-based analysis in the segmental domain has 
inspired attempts to transcribe individual cues to segmental features in both adult and 
child speech (Levy et al., 2014; Shattuck-Hufnagel & Veilleux, 2000; Shattuck-Hufnagel 
et al., 2012; Song et al., 2012). Results have shown that about 80% of the landmark cues 
predicted by the words of an utterance are implemented as predicted (Shattuck-Hufnagel 
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& Veilleux, 2002); children sometimes produce non-adult-like cues that enhance  feature  
contrasts (Shattuck-Hufnagel et al., 2015); and careful cue-based analysis of  apparently 
deviant child speech can sometimes help to distinguish a child’s typical adult-like 
 contextual variation from a speech disorder (Zhao, 2010).

What are the implications of this individual-feature-cue-based view of segment-level 
transcription, for the transcription of prosody? If we were to take a parallel feature- 
cue-based approach to the prosodic domain, then we would take it as the goal of a 
 prosodic transcription system to specify (a) the contrastive phonological elements that 
define the grammatical prosody of the utterance, i.e., its phrasing and prominence pat-
terns, (b) the acoustic cues to the contrastive features of those prosodic elements, and (c) 
the values of those cues. This means that we would need to identify (i) the set of abstract  
symbolic prosodic categories that can distinguish among different structures and  meanings, 
i.e., the phonological contrasts; (ii) the set of acoustic cues that can signal these con-
trasts in different contexts, as well as the ways speakers choose among these cues; and  
(iii) the pattern of variation in the signal parameter values associated with those cues. 
When viewed in this light, the task of resolving the current lack of agreement about the 
phonological categories of prosodic structure (and their relationship to meaning) takes 
on new urgency: if there is an analogy between contrastive phonemic categories defined 
by segmental features and contrastive categories similarly defined by prosodic features, 
it will be important to determine what these categories and features are (and how they 
relate to meaning differences), as part of the process of developing a more effective  
prosodic transcription system. 

In the meantime, it is useful to consider what evidence we have that speakers represent 
and manipulate individual cues to prosodic elements, and that listeners perceive and use 
these patterns. That is, to what extent might there be a parallel benefit to developing a 
system for transcribing the individual cues to prosodic elements and their features? And 
in what ways might such a system be useful in dealing with variation in the surface form 
of prosodic elements across speakers, contexts, and languages? In the next section we 
consider briefly some of the individual cues to prosodic boundaries and prominences, 
knowledge of which has begun to emerge from multiple efforts over the past few decades 
to specify how prosodic elements and contrasts are signaled, using acoustic measures in 
corpus-based and experimental studies. We also examine behavioral evidence suggesting 
that speakers represent individual prosodic cues, and discuss some of the potential ben-
efits of an approach to prosodic transcription that includes cue specification. 

5.1 Cues to prosodic elements
For many years, the cues to phrase-level prosody were taken to be F0 contours, dura-
tion adjustments, and amplitude variation. In this traditional view, which pre-dated the 
proposals (e.g., in Hayes, 1989; Nespor & Vogel, 1986; Selkirk, 1984) for a hierarchy of 
prosodic constituents and prominences, contrastive levels of stress or prominence were 
all of the same ‘type’ and could involve all of these cues, without (for example) a dis-
tinction between lexical-level and phrase-level prominence. As more acoustic analyses 
of prosodic contours have been carried out, it has become clear not only that there are 
additional cues to prosodic contrasts, but that the choice of cues can vary systemati-
cally with context. For example, in the 1990s, Beckman and Edwards (1994) proposed a 
hierarchy of prominences for English prosody, from reduced syllables to full-vowel syl-
lables to lexically-stressed syllables to phrasally-Pitch-Accented syllables. These authors 
proposed a different set of cues for each level: e.g., in English, greater duration and 
amplitude distinguish lexically-stressed syllables from reduced syllables, while F0 mark-



Cole and Shattuck-Hufnagel: Variability as a Source of Information for Prosodic TranscriptionArt. 8, page 16 of 29  

ers distinguish lexically-stressed syllables from syllables that bear additional phrasal 
prominence in the form of Pitch Accents. Similarly, it was proposed that speakers also 
mark the different levels of boundaries in the prosodic constituent hierarchy with dif-
ferent cues and different degrees of, e.g., durational lengthening (Wightman et al., 1992 
and Kim et al., 2006 for English; Jun & Fougeron, 2000 for French). Brugos (2015) 
summarizes a number of cues to prosodic phrase boundaries that have been reported, 
including “segmental duration, silent intervals between segments, intensity and loud-
ness of the segments, changes to the f0 in which the segments are produced, and voice 
quality and spectral changes” (p. 21). In particular, she notes two that have not yet 
been mentioned here: pausing, and pitch reset (sometimes described as the return to a 
neutral phrase-onset F0, from a high or low phrase-final F0 level at the end of the preced-
ing phrase). There is some evidence that boundary cues from pause duration and final 
lengthening may be interdependent (Fon & Johnson, 2004; Ladd, 1988; Lehiste et al., 
1976; Scott, 1982; Prom-On et al., 2009). For example, Fant and Kruckenberg (1989) 
found evidence in Swedish that if the degree of final lengthening is less, the duration of 
the following pause is greater.

Other investigators have noted an additional cue to both phrase-level boundaries and 
prominences: a change in voice-quality. It has long been observed that speakers sometimes 
produce irregular pitch periods toward the end of an utterance, a phenomenon called final 
creak. But analyses based on the hierarchy of prosodic constituents revealed that, at least 
in American English, some speakers also produce irregular pitch periods at the onsets of 
prosodic constituents, and of pitch accented syllables, particularly if those constituents 
begin with a vowel (or, more rarely, a sonorant consonant). For example, Pierrehumbert 
and Talkin (1991) showed that speakers often produce an episode of irregular pitch peri-
ods at the onset of a phrase-initial vowel, and an analysis of FM radio news speech by 
Dilley et al. (1996) showed that, for reduced vowels, this is more likely to occur for Full 
Intonational Phrases than for lower-level Intermediate Intonational Phrases. Dilley et al. 
also documented the tendency for speakers to produce irregular pitch periods at the onset 
of vowels that begin a Pitch-Accented syllable, a finding corroborated for additional dia-
lects of English by Garellek (2014). Detailed studies of the articulatory changes that occur 
at prosodic boundaries have been carried out by Byrd and colleagues (Byrd & Saltzman, 
2003; Byrd et al., 2006, Krivokapic & Byrd, 2012), by Krivokapic (2007), and by Katsika 
et al. (2014), but will not be described in detail here. 

The detailed distribution of prosodic prominence- and boundary-related  lengthening in 
the speech signal has been investigated by Turk and White (1999), who studied  precisely 
where accent-related lengthening occurs across the accented syllable and adjacent 
 syllables, and by Turk and Shattuck-Hufnagel (2007), who found that phrase-final length-
ening in English was concentrated in the phrase-final rhyme, but also occurred in the 
rhyme of the main-lexical-stress syllable of the phrase-final word, when the main-stress 
syllable was not word-final (as in, e.g., Michigan). 

Over the decades it has been observed that prosodic prominences and boundaries can 
influence the production of segmental cues as well; for example, Jun (1993) showed that, 
in Korean, the voice onset time for a stop release increases systematically for preceding 
boundaries that are higher in the hierarchy of prosodic constituents. Moreover, speakers 
can adjust the implementation of their prosodic cues to maintain the segmental contrasts 
of their phonemic system. For example, Nakai and Turk (2011) showed that, in languages 
with vowel quantity (duration) contrasts, speakers produce less phrase-final lengthening 
on the phonemically short vowels than on the long vowels, presumably to ensure that the 
contrast in duration between these two types of vowels is not obscured. Thus it is possible 
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that systematic variation in cues to segmental features may also provide information to 
the listener about prosodic structure.

This brief review of some of the types of cues that have been reported for prosodic 
boundaries and prominences suggests a wide variety of signaling options at the disposal 
of the speaker (and listener) to signal these prosodic elements. Interestingly, it appears 
that these cues can sometimes function in a trading relationship, just as has been sug-
gested for cues to segmental features (Repp, 1982). The relation between final duration 
lengthening and pausing in production, described above, is one example; another is the 
work of Beach and colleagues (1991; Katz et al., 1996) on cue trading between duration 
and pitch in the perception of prosodic boundaries. Such functional relationships sug-
gest that speakers can mutually adjust the values of the cues so that they work together 
to meet the more general goal of signaling a prosodic boundary or prominence. We turn 
now to some additional evidence that speakers represent and manipulate individual pro-
sodic cues.

5.2 Evidence that speakers represent individual cues 
One line of evidence is that speakers can substitute individual cues to prosodic elements, 
just as they can substitute cues to segmental feature contrasts, e.g., in challenging speak-
ing situations. For example, in whispered Mandarin speech, where the production of 
canonical pitch cues to lexical tones is not possible, there is evidence that speakers can 
use amplitude variation to signal the missing pitch contours (Gao, 2002). This might be 
an example of promoting and exaggerating an existing acoustic correlate of a prosodic 
feature, since a similar but smaller pattern of amplitude variation appears in typically-
phonated versions of the same tone. Another example is found in the behavior of speakers 
with dysarthria, who have trouble controlling their F0 contours. Patel (2011) has shown 
that some dysarthric speakers of English signal the distinction between questions (often 
produced with rising intonation by typical speakers) and statements (typically produced 
with falling intonation) by exaggerating the final-syllable duration difference between 
these two forms. Moreover, interlocutors familiar with the speech of these dysarthric 
speakers have learned to use these new cues to distinguish the two forms perceptually.

One of the earliest lines of evidence consistent with the hypothesis that speakers 
and  listeners manipulate individual cues and their values came from studies  showing 
that the intonational targets postulated in Autosegmental-Metrical theory (Beckman &  
Pierrehumbert, 1986; Ladd, 2008; Pierrehumbert, 1980) exhibit systematically different 
shapes in different contexts (such as in conditions of tonal crowding) or vary across a 
range of parameter values (Barnes et al., 2012; D’Imperio, 2000; Knight, 2008), and that 
words and segments take on very different surface phonetic shapes in different prosodic 
contexts. These differences, sometimes called subphonemic, include such phenomena 
as hierarchy-related increases in phrase-final lengthening (Wightman et al., 1992). This 
kind of observation is not explained by the idea that speakers select context-appropriate  
or positional segmental allophones, because the different degrees of final lengthen-
ing are not contrastive in any language, and so don’t meet the criterion for allophonic 
 status. While some aspects of contextual variation in surface phonetic form may arise 
as the more-or-less automatic outcome of conflicting pressures on the production sys-
tem—e.g., undershoot of an articulatory target due to temporal crowding among com-
peting targets—these observations of systematic subphonemic variation in different 
prosodic contexts are also consistent with the view that speakers can manipulate cue 
values, such as the degree of lengthening or the alignment of an F0 contour with its text, 
and its scaling, not only to signal contrasting prosodic elements but also in response to 
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contextual demands. Support for this view is found in the fact that different speakers of 
the same language may choose different ways of signaling a prosodic element (Peppé  
et al., 2000), and speakers of different languages may similarly vary in their cue choice 
and cue settings (Grabe, 2004).

These examples suggest that speakers have the ability to represent and choose among 
cues to prosodic elements, and to vary their cues to fit circumstances. If this is the case, 
then the ability to transcribe individual cues might be useful (and perhaps even neces-
sary) in order to study these patterns of cue distribution, and how they vary across differ-
ent contexts, different speakers, and different languages. If our experience with segmental 
cue analysis is any guide, there is a considerable amount to be learned from examining 
these detailed patterns of systematic surface variation. We turn now to an example which 
illustrates how a prosody transcription approach focused on individual cues might offer 
some new insights.

5.3 A cue-based system for transcribing prosodic disfluency 
An example of the usefulness of cue-based prosodic transcription is found in recent  
work by Brugos and Shattuck-Hufnagel (2012), who have developed a system for 
 annotating the separate cues to prosodic disfluency. Disfluencies in the form of pauses, 
lengthenings, and repetitions have long been a challenge to phonologically-based 
 transcription systems like ToBI, which require the listener to determine which well-
formed prosodic shape the speaker intended to produce (Beckman & Ayers, 1997). In 
contrast, the cue-based transcription system proposed by Brugos and Shattuck-Hufnagel 
draws on work by Arbisi-Kelm (2006), who developed a system to separately label  
the several phenomena associated with disfluencies produced by speakers who  stutter. 
Rather than labelling a disfluency with a single label, this approach allows the transcriber 
to specify which set of these individual disfluency-related phenomena have occurred in 
the disfluency (e.g., pause, lengthening, restart, repetition, editorial remark, etc.) This 
is particularly useful in light of the fact that the cues can combine in patterns whose  
distribution is not yet fully understood, e.g., duration lengthening with or without pause 
and vice versa. The ability to label the individual cues separately opens the possibility 
of quantifying how often they occur together and in what patterns. Our hypothesis in 
proposing a cue-based approach to more general aspects of prosodic labelling is that 
these advantages will also move us toward a better understanding of which cues are 
used to signal which prosodic elements, and how the cues to these prosodic categories 
vary in different contexts. 

5.4 What would a cue-based transcription system look like? 
Given the evidence that speakers and listeners may represent and manipulate individual 
cues to prosodic structure and prominence, and their quantitative values, how might a 
cue-based transcription system work? First, there is the problem of defining the cues, 
and second, the problem of determining how each cue can be annotated. With regard 
to definitions, as noted earlier, a cue is defined not as a single signal-parameter value, 
but rather as a relation or pattern among measured values. That is, cues are not simple 
acoustic measurement points but require some additional processing, to determine, e.g., a 
change in a measured parameter over time and the direction/size of that change (such as 
the change in an F0 contour over time), or a comparison of values in the signal at a given 
time (such as the energy distribution across the frequency spectrum which specifies spec-
tral peaks). Thus, cues are particularly useful in that they provide a link between measu-
reable acoustic values and contrastive categories. But determining which of the acoustic 
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correlates of a category actually function as cues for listeners in perception, and which 
correlates are planned and controlled as cues by the speaker, will require considerable 
experimentation, just as determining the same kinds of information for segmental feature 
cues will. As noted above, potential cues to the prosodic elements of boundaries and 
prominences have been determined to include patterns in the domains of pitch (contours 
and resets), duration (lengthening and shortening) of both spoken elements and silence, 
amplitude, voice quality, and changes in cues to segmental categories. 

Cues like duration lengthening and F0 scaling pose an interesting challenge for label-
ling: what should be the criterion for labelling cues which involve ‘more of something 
than would be expected if there were not a prominence or a boundary here’, i.e., which 
apparently involve comparison with a stored prototypical value. A model based on stored 
prototypical values (e.g., Beach, 1991) requires a unit for the stored value, and it is not 
clear what that unit should be. For example, it is unlikely to be the word, since listeners 
can seemingly recognize prosodic grouping and prominence patterns in utterances con-
sisting of nonwords (e.g., in reiterant speech). One possibility is suggested by Stevens’s 
(2002) proposal that listeners’ initial processing of an incoming speech signal involves 
the detection of acoustic landmarks. As noted earlier, a landmark in Stevens’s sense is an 
abrupt change across a range of frequencies, associated with a change in the manner of 
articulation, such as a consonant closure or release. The duration of the intervals between 
such abrupt ‘acoustic edges’ might provide the initial comparison unit for determining the 
occurrence of duration lengthening. 

Another challenge posed by relational cues such as duration lengthening and  shortening 
is that the same duration value may be interpreted differently depending on the 
 context. For example, a given duration of a rhyme may be perceived as lengthened in  
an utterance that is spoken rapidly, but as not lengthened in an utterance that is  
spoken more slowly. While human listeners might be relatively reliable in making this  
context-based judgment, developing an automatic prosodic cue labeler to take advan-
tage of such information may not be straightforward. One approach would be to update 
the  comparison durations for a particular utterance using the inter-landmark durations  
mentioned above. Support for this possibility is found in the work of Dilley and Pitt 
(2010) and Dilley (2015), showing that a given stretch of acoustic material (e.g., the 
rhyme of leisure) can be perceived as part of one word (as in leisure time) or of two (as 
in leisure or time), depending on the speaking rate of the preceding material. Additional  
work by Dilley and McAuley (2008), as well as earlier work by Huss (1978) and  others, 
shows a similarly powerful contextual effect, this time of preceding prominence  patterns 
on the perception of prominence. For example, if the word string you’re all right now 
is produced with a H-L-H-L F0 pattern, and preceded by either a H-L maybe or a H-L  
perhaps, after the high-low F0 pattern on maybe… (where the high F0 signals a High pitch 
accent on the lexically stressed syllable may-), the alternating high-low F0 pattern on 
you’re all right now is more likely to be perceived as signaling a High pitch accent on the 
high-F0 words (you’re and right). In contrast, when preceded by a high-low F0 pattern on 
perhaps… (where the low F0 signals a Low pitch accent on the lexically stressed syllable 
-haps), the same alternating high-low F0 pattern on the subsequent words …you’re all right 
now is more likely to be perceived as signaling a Low pitch accent on the low F0 words 
(all and right) (Dilley & Shattuck-Hufnagel, 1998, 1999).

Such findings illustrate the fact that labelling of cues to prosodic structure (and the 
eventual development of tools for the automatic labelling of these cues) is not simply 
a matter of registering acoustic parameter values, but (like human perception) requires 
a degree of context- and experience-governed interpretation of evidence for contrastive 
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phonemic categories. We believe that cue-based labeling, despite its challenges, is a good 
first step toward the development of a better understanding of the interpretive processes 
required, both by a model of human prosodic processing, and by an automatic prosody 
detection algorithm. 

5.5 Potential benefits of a cue-based transcription system 
Much work will be needed in order to test the hypothesis that these scattered examples 
represent a more general phenomenon, i.e., that speakers and listeners represent and 
manipulate individual cues to prosodic elements, as well as the parameter values of those 
cues. However, to the extent that this hypothesis is correct, a cue-based approach to 
transcription will offer substantial advantages, by capturing the aspects of utterances that 
speakers and listeners are attending to and representing in speech processing. Transcrip-
tions in terms of individual cues also offers the possibility of enabling the development 
of an automatic prosody transcription algorithm, since cues can be specified in quan-
titative signal-processing terms. The trade-off, however, is that this approach requires 
more complex integration and interpretation of the cues as evidence for the categories. It 
must be noted here that prosody is particularly complex to transcribe, in any approach, 
in part because its acoustic correlates (including traditionally-defined patterns of dura-
tion, F0, intensity and, as increasingly recognized, voice quality) are influenced not only 
by the grammatical categories of phrasing and prominence, but also by speaker- and 
situation-specific factors, such as the speaker’s emotional state and the social relationship 
between interlocutors. (This comes as no surprise, since the past few decades of research 
on phonetic behavior has revealed that these same complex factors influence the produc-
tion of cues to segmental features as well—but the degree to which structure and social-
emotional factors are signaled by overlapping cues appears to be greater in prosody, and 
thus more challenging to unravel.) Untangling the influences of these factors in a way that 
facilitates more effective use of prosody in automatic speech recognition and synthesis, as 
well as more complete models of human speech perception and production, may well be 
encouraged by the development of a prosodic transcription system focused on contrastive 
categories, their individual cues, and the variation of these cues (and the range of acoustic 
values they can take on) across contexts, speakers, and languages, with the flexibility to 
tailor the transcription level to the research task at hand.

6 Conclusion
Given the significance of prosody in conveying grammatical and extra-grammatical  
meaning in spoken language, establishing a system for identifying and characterizing the 
prosodic elements in speech is a research priority. We have described challenges that arise 
in the use of existing systems for prosodic transcription due to variability in the prosodic 
encoding of grammatical information, in the individual acoustic cues that express pro-
sodic elements, and in the acoustic cue values. We have also argued, along with Arvaniti 
(2016), that advancing prosodic transcription toward the goal of greater  accuracy and 
reliability ultimately depends on having a better understanding of how prosody functions 
to mark grammatical contrasts. A further requirement is to understand how prosodic  
elements and their acoustic cue implementation vary according to context, such as speech 
style or other situational factors. Along with Cangemi and Grice (2016), we see a critical 
need for research on variability in phonetic prosodic cues in relation to their meaning 
functions, and in relation to their phonological categories. 

We propose two novel methods in prosodic transcription, which differ from current 
approaches in their handling of variability. The first method, Rapid Prosody Transcription 
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(RPT), records listeners’ immediate impressions of prosodic elements and explicitly  
captures information about the perceptual salience of those elements, by  calculating 
prominence and boundary ‘scores’ for each word as real-number values based on 
 inter-transcriber agreement. The prosody scores simultaneously reflect all factors that 
influence prosody perception, including acoustic cues and top-down factors, and reveal 
the conditions in which ambiguity arises in the phonetic expression of prosodic elements. 
The patterning of these prosody scores may shed light on prosodic encoding of grammati-
cal information at different levels of linguistic organization (e.g., word, phrase, utterance, 
discourse segment), and on the mechanisms for prosody processing in speech production 
and perception. 

The second method proposed here is the identification of individual cues to the contras-
tive prosodic elements of an utterance. This focus on individual cues has the potential 
to provide a link between the contrastive symbolic categories of prosodic structures and 
their signal parameters, as well as a framework for investigating the systematic effects 
of a wide range of contextual factors, both grammatical and situational, on the surface  
phonetic forms of spoken words.

RPT and cue specification are complementary methods that we believe are most inform-
ative when used together, or in conjunction with expert transcription that is grounded 
in a linguistic model of the contrastive prosodic elements or their function in conveying 
structural or meaning distinctions. We believe that, combined, these methods can yield 
transcriptions that inform us about the patterning of contrastive prosodic elements as an 
aspect of phonological form, the perception of those prosodic elements, and the variable 
expression of those elements in individual acoustic cues and cue parameter values. 

At first glance, it may seem that performing RPT with cue specification alongside expert 
phonological transcription will greatly increase the effort required for prosodic transcrip-
tion, but in our experience this is not necessarily the case. As for RPT, it is an efficient 
transcription method because it does not require trained experts and can be performed 
in real time (or double) for each of prominence and boundary annotation. RPT scores are 
useful input for a detailed expert transcription because they provide a kind of perceptual 
weighting of prosodic elements, pointing out areas of perceptual ambiguity as well as 
areas where prosodic elements are clearer. This information allows transcribers to choose 
where to allocate their attention, for example, by prioritizing labeling of words with 
prosody scores that indicate high inter-transcriber agreement as prominent or adjacent 
to a boundary. Cue specification, on the other hand, can be done through a combination 
of quantitative and qualitative methods. Quantitative measures are most appropriate for 
cues that are not easily rendered in visual format on the graphical speech display, such as 
durational lengthening or shortening. Other cues, such as the occurrence of irregular pitch 
periods (IPP), can be identified qualitatively based on visual evidence from the waveform 
and/or spectrogram, and trained transcribers can therefore record the presence of such 
cues in a manual cue-level annotation. Our experience suggests that manual transcription 
of cues like IPP may be more straightforward than phonological transcription because 
cue annotation hews more closely to the acoustic signal, thereby minimizing the difficult 
perceptual judgments that often arise in transcribing higher-level phonological constructs 
such as pitch accent. Indeed, we anticipate advances in automatic methods for detection 
of all cues, minimizing or eliminating the involvement of an expert human transcriber at 
this level. Cue specification could be used in conjunction with other information from the 
syntactic or discourse context and the perceived meaning to induce phonological catego-
ries in an empirically grounded and rigorous fashion. Furthermore, allowing that in some 
research scenarios human transcribers remain necessary, as for example with a prosodic 
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transcription using ToBI, information about individual cues and their acoustic parameter 
values can aid the expert human transcriber by providing explicit criteria for assignment 
of a prosodic label. To summarize, the resources required for RPT and cue specification 
are likely to lead to a savings in the effort required for expert transcription, while also 
opening new avenues for automated transcription. 

Depending on the goals of the individual researcher, RPT and cue specification may 
be used to augment or facilitate prosodic annotation performed by trained experts, or as  
noted above, to induce the phonological prosodic categories for a given language,  offering 
a new avenue for prosodic analysis of previously undescribed languages. We believe 
that RPT and cue specification are especially important for research that considers the 
 perceptual processing of prosody, and by extension, the role of prosody in speech-mediated 
social interactions. Looking forward, we think the use of RPT and the identification of 
individual prosodic cues will enrich prosodic transcription by capturing information 
about variability, while also bringing gains in efficiency. Adopting these practices into 
the transcription toolkit will provide richer data from a wider range of speech materials 
that will help in constructing models of prosodic elements and their function in speech 
communication, across languages. 

Supplementary Files

For accompanying TextGrid, Pitch, and wav files, go to http://dx.doi.org/10.5334/lab-
phon.29.smo 
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