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Abstract

The perception of prosodic prominence in spontaneous speech is investigated 
through an online task of prosody transcription using untrained listeners. Promi-
nence is indexed through a probabilistic prominence score assigned to each word 
based on the proportion of transcribers who perceived the word as prominent. 
Correlation and regression analyses between perceived prominence, acoustic 
measures and measures of a word’s information status are conducted to test three 
hypotheses: (i) prominence perception is signal-driven, influenced by acoustic fac-
tors reflecting speakers’ productions; (ii) perception is expectation-driven, influ-
enced by the listener’s prior experience of word frequency and repetition; (iii) any 
observed influence of word frequency on perceived prominence is mediated through 
the acoustic signal. Results show correlates of perceived prominence in acoustic 
measures, in word log-frequency and in the repetition index of a word, consistent 
with both signal-driven and expectation-driven hypotheses of prominence percep-
tion. But the acoustic correlates of perceived prominence differ somewhat from the 
correlates of word frequency, suggesting an independent effect of frequency on 
prominence perception. A speech processing account is offered as a model of 
signal-driven and expectation-driven effects on prominence perception, where 
prominence ratings are a function of the ease of lexical processing, as measured 
through the activation levels of lexical and sub-lexical units.

1.	 Introduction

The spoken form of a word depends on two main factors: the vowels and conso-
nants that make up the word, and the prosodic context, which includes the syllable 
structure, metrical structure at the word and phrase levels, and phonological phrase 
structure. This paper is concerned with the production and perception of prosodic 
context in ordinary speech, and specifically with prosodic prominence, or the 
strength of a spoken word relative to the words surrounding it in the utterance.
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Prominence derives from metrical structure as an aspect of phonological repre-
sentation (Beckman 1996; Ladd 1996). A syllable or word is prominent if it is 
parsed in a strong position in metrical structure. In languages with word-level 
stress, such as English, the parsing of syllables into metrical feet within the word 
is highly constrained by phonological parameters that govern, e.g., the location of 
strong syllables relative to the word edge. Let us refer to prominence in this sense 
as “structural” prominence.

Prominence can also be characterized at the level of the phonological phrase, 
with one or more words in the phrase carrying greater prominence than other 
words in the phrase. Phrasal prominence is typically identified with pragmatic 
focus in English. Prominence is assigned to words that introduce information that 
is new or important to the goal of the discourse or to words that bear contrastive 
focus (Bolinger 1986; Calhoun 2006; Selkirk 1996; Watson et al. 2008). A word 
that lacks prominence, on the other hand, must typically be given in the prior dis-
course context, i.e., anaphorically recoverable (Schwarzchild 1999). The relation-
ship between prominence and focal status or givenness is especially strong for the 
rightmost prominent word (the nuclear prominence) in the phonological phrase, as 
shown by Calhoun (2006) in her large-corpus study of English. For pre-nuclear 
prominent words, prominence seems to depend more on phonological factors af-
fecting rhythm, or on part-of-speech.

Phrasal prominence can also be modeled as structural prominence in phono-
logical form by positing a layer of metrical structure above the word-level struc-
ture. To assign prominence to a word based on its focal status, or to avoid assigning 
prominence based on givenness, a speaker must deploy a prosodic phrase structure 
and metrical parse for the sentence that locates a word in the appropriately strong 
or weak position in metrical structure. Two sentences with the same words and 
syntactic structures can be pronounced with different prominence patterns, reflect-
ing differences in the focal status or givenness of one or more words in the sentence.

Prominence as a phonological attribute is reflected in the phonetics in many 
ways. In English, phonetic effects of phrasal prominence are strongest in the lexi-
cally stressed syllable of the prominent word, which relative to non-prominent 
words exhibits hyper-articulation, increased duration and intensity, and increased 
spectral emphasis in the mid and high frequency regions (Beckman 1986; Beckman 
and Edwards 1994; Cole et al. 2007; Turk and White 1999; Cambier-Langeveld 
and Turk 1999; Kochanski et al. 2005; Sluijter and van Heuven 1996; Tamburini 
2005). A prominent word may also be marked with a salient F0 movement express-
ing pitch accent (Pierrehumbert 1980; Ladd 1996), though corpus studies differ in 
finding evidence of F0 as a correlate of phrasal prominence (Kochanski et al. 2005; 
Calhoun 2006; Yoon 2007). We will refer to such properties collectively as marking 
“acoustic” prominence.

From the work just cited, we see that speakers assign structural prominence to 
words in a phonological phrase, taking into account the pragmatic and discourse 
properties of the words, and realize structural prominence as acoustic prominence 
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through increased duration, intensity, and prominence-lending F0 patterns. There 
is also evidence that listeners perceive the acoustic cues to prosody, and interpret 
the focal status or givenness of a word accordingly. Words with acoustic promi-
nence are perceived by listeners as referring to new entities introduced in the dis-
course, or to entities with contrastive focus, while words with less acoustic promi-
nence are perceived in association with prior discourse context or with universal 
givens (Arnold 2008; Dahan et al. 2002; Fowler and Housum 1987; Ito and Speer 
2008).

The fact that (i) speakers encode focus and givenness in their phonetic produc-
tions, and (ii) listeners perceive focus and givenness in relation to acoustic promi-
nence suggests a simple model of signal-driven prosody perception, in which lis-
teners’ perception of prosody and thus their interpretation of focus and givenness 
can be accurately predicted from cues present in the acoustic signal. But there 
are  additional considerations that complicate the model. Beyond their role in 
signaling  focus and givenness, the acoustic properties that signal prominence 
are also affected by factors related to the information status of a word. Specifi-
cally, words that are strongly predicted from the surrounding words or discourse 
context, and words that occur frequently in the language ( high token frequency) 
have reduced acoustic prominence, as measured in duration, intensity, vowel for-
mant dispersion and F0 (Aylett and Turk 2004; Bell et al. 2003; Fossler-Lussier 
and Morgan 1999; Gregory 2002; Ito, Speer and Beckman 2004; Munson 2007; 
Watson, Arnold and Tanenhaus 2008; Wright 2003). For example, Aylett and Turk 
(2004) show that in English, factors that encode the redundancy of a word pre-
dict 65% of the variance in raw syllable duration. In comparison, prosodic factors 
(as manually transcribed) predict up to 59% of the variance of the same duration 
measure.

The effect of word frequency on prominence is also evidenced in work that 
looks at effects of reduction using data from phonetic transcription. In English 
there is a close relationship between vowel quality and metrical structure: full 
vowels appear in metrically strong positions, while vowel reduction is character-
istic of weak positions. Therefore, when a word is phonetically transcribed with 
a reduced vowel or no vowel in place of the vowel that appears in the corre-
sponding dictionary form, the transcription reflects a low level of prominence 
for the affected syllable or word. Studies by Bybee (2001), Greenberg (1999), 
Greenberg and Fossler-Lussier (2000) and Bell et al. (2003) show that high-
frequency words exhibit a greater incidence of consonant lenition and vowel 
reduction than low-frequency words. For example, Greenberg’s (1999) study of 
spontaneous speech from the Switchboard corpus shows that compared to low-
frequency words, high-frequency words have more pronunciation variants ac-
cording to narrow phonetic transcription, reflecting a variety of reduction effects 
on consonants and vowels. Discussing the same corpus, Greenberg and Fossler-
Lussier (2000) suggest that speakers intentionally modulate the precision of 
their articulation in relation to the entropy of an utterance: words associated with 
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low-entropy ( highly predictable words) are produced with less precision, giving 
rise to more variation compared to high-entropy words.

Beside frequency, repetition and other factors related to the entropy associated 
with a word or phrase, there are at least two additional factors known to affect 
acoustic prominence. Wright (2003) and Munson (2007) find that words from 
sparse lexical neighborhoods are reduced relative to words from dense lexical 
neighborhoods, with evidence from measures of vowel dispersion. The final factor 
we mention is one that has long been known to affect acoustic prominence, and 
that is speaking rate. In their large-corpus study of factors influencing reduction, 
Fossler-Lussier and Morgan (1999) observe an increase in pronunciation variabil-
ity, reflecting a greater incidence of segment reduction and therefore an overall 
lower occurrence of prominence as speaking rate increases.

Further complicating the relationship between the acoustic encoding of prosody 
and listeners’ perception is the finding from Bard and Aylett’s (1999) study of task-
oriented dialogue, where words that are repeated have reduced acoustic promi-
nence as expected, but are often still perceived as structurally prominent (accented, 
in the terminology of their study) by trained listeners performing prosody tran-
scription.1 This finding suggests that the perception of prominence is more com-
plex than can be predicted by a simple signal-based model where acoustic cues are 
the primary influencing factor.

To summarize here, we have seen that the structural prominence of a word re-
flects its position in phonological metrical structure, and that factors related to 
focus and givenness also play a role in determining the assignment of prominence 
at the phrase level, especially for nuclear prominence. Prominence is encoded in 
the acoustic signal in duration, intensity, spectral emphasis, and F0 and in mea-
sures related to vowel dispersion. Furthermore, perception studies show that lis-
teners perceive acoustic prominence in relation to focus and givenness. At the 
same time, structural prominence, whether reflecting focus status or phrase-level 
metrical structure, is not the only determinant of acoustic prominence. Non-
structural factors, in particular, the predictability of a word, the density of its lex
ical neighborhood and speech rate also condition variation in many of the same 
acoustic parameters that correlate with phonological prominence as an expres-
sion of focus and givenness. A further complication is that the structural and non-
structural factors influencing acoustic prominence may not be wholly independent 
of one another. For instance, the fact that high-frequency words such as function 
words typically have low acoustic prominence may be related to their common 
occurrence in positions of low structural prominence. High-frequency words are 
more predictable and therefore less likely to introduce important new information 
to the discourse. Consequently, high-frequency words are less likely to carry prag-
matic focus and thus, less likely to be assigned structural prominence (i.e., less 
likely to bear a pitch accent). Conventionalization of their acoustic form from posi-
tions of low structural prominence may be the basis for their overall tendency to 
have low acoustic prominence.
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Clearly, the patterns of acoustic variation in duration, intensity, F0 and spectral 
measures are very complex, which leads us to our research question: How do lis-
teners perceive prominence in everyday speech? Our focus is on prominence as it 
naturally occurs in spontaneous speech produced in genuine communicative con-
texts. We believe that the interactive communications of everyday speech are a 
good place to look for a broad range of expressions and focus conditions. Ordinary, 
spontaneous speech is also rich in the kinds of reduction associated with speech 
rate and entropy discussed above. In short, spontaneous speech presents all the 
factors that challenge our understanding of prominence production and perception. 
Our approach is to study listeners’ perception of prominence broadly construed. 
We do not set out to isolate structural from non-structural prominence through 
control of experimental materials, but consider all instances of prominence as 
judged by listeners, and investigate the basis of perceived prominence in structural 
and non-structural factors collectively. The present study, in particular, asks about 
the influence of non-structural factors on listeners’ perception of prominence in 
conversational speech.

The study presented here is based on speech data from the Buckeye corpus of 
conversational speech collected through face-to-face interviews (Pitt et al. 2007). 
Excerpts from this corpus were transcribed for the occurrence of prominence by 
ordinary, untrained listeners. Section 2 introduces the corpus, the transcription ex-
periment, and results from our transcriber reliability study. This study investigates 
patterns of prominence perception in relation to the acoustic correlates of promi-
nence, and in relation to the word’s information status, and also examines the rela-
tionship between acoustic correlates of prominence and a word’s information sta-
tus. The goal of the study is to understand the basis of prominence perception in 
acoustic cues and in the information status (i.e., predictability) of a word. We also 
want to know if acoustic cues and information status are distinct in their influence 
on prominence perception, or whether they converge on a common prominence 
judgment for a word. The three facets of this study – perception, production, and 
information status – are laid out schematically in Figure 1 in relation to the sec-
tions of the paper that present the experimental findings. Section 3 contains cor-
relation and regression analyses of the relationship between perceived prominence 
and acoustic measures of prominence, and between perceived prominence and fac-
tors related to a word’s information status. Section 4 presents correlation and re-
gression analyses relating acoustic prominence and factors of information status, 
and Section 5 extends the statistical analysis with hierarchical and non-linear re-
gression models. From the experimental findings in sections 3, 4 and 5 we con-
clude that information status, and word frequency in particular, influences promi-
nence perception at least partly independently of the acoustic properties of a word. 
Section 6 introduces a processing model that accounts for the contribution of infor-
mation status to prominence perception. In this model, prominence perception is 
both signal-driven, based on the speaker’s phonetic implementation of prominence, 
and expectation-driven, based on the listener’s prior experience.
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2.	 Experiment in naïve prosody transcription

In order to explore the correlates of prominence in acoustic or other properties, it 
is necessary to construct a speech database that is annotated for the location of 
prominence. Most prior work on prosody relies on one of two methods for collect-
ing prosody data. The laboratory method involves engaging subjects in controlled 
speech tasks, often using read speech, where the tasks are carefully designed to 
elicit the range of prosodic events (e.g., prominent words, prosodic phrase bound-
aries) under investigation. An alternative method gathers speech samples from a 
corpus where speakers were not explicitly instructed nor materials explicitly de-
signed for the purpose of eliciting specific prosodic events. These speech materials 
are then subject to prosodic annotation, most often conducted by one or a small 
number of highly trained experts, typically including the experimenter. Both of 
these methods have yielded significant insight into speech prosody, but leave open 
certain questions such as whether the prosodic patterns in controlled laboratory 
speech are replicated in ordinary speech, or whether the prosodic properties tran-
scribed by a single expert listener are the same properties that any ordinary, “naïve” 
listener would perceive and interpret with respect to the pragmatics and discourse 
structure of the utterance.

2.1.  Materials

To obtain a speech prosody database representative of natural, spontaneous speech 
we draw on the Buckeye corpus of conversational speech with speakers from Co-

Figure 1.  The design of the present study, relating the listener’s perception of prominence, the 
speaker’s production of prominence, and factors related to the information status of a word.
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lumbus, Ohio (Pitt et al. 2007). Excerpts were extracted from the interviews with 
37 speakers. One speaker was used for demonstration purposes. Two short ex-
cerpts of 11–22 seconds long from each of the remaining speakers were extracted, 
for a total of 72 short excerpts. A longer excerpt of 31–58 seconds in duration was 
extracted from 18 of the same speakers. Transcription experiments with the long 
excerpts were conducted in order to look at the effect of repetition within the dis-
course segment. Word transcriptions, in regular orthography, were taken for each 
excerpt from the transcriptions published with the corpus. Transcriptions were 
modified to remove all punctuation and capitalization.

2.2.  Method

The speech excerpts were subject to a coarse prosody transcription using untrained 
transcribers who were naïve to the questions and methods of prosody research. 
Between 15–22 transcribers transcribed each speech excerpt, and the results were 
pooled over transcribers to obtain a population-wise, probabilistic measure of the 
prosodic status of each word. This method is adapted from similar methods used 
by Buhmann et al. (2002), Swerts (1997), and Streefkerk et al. (1997, 1998).

A total of 97 listeners recruited from undergraduates at the University of Illinois 
participated in the prosody transcription study. The data from 6 listeners were ex-
cluded due to failure to follow the transcription guidelines or because they were 
found not to be monolingual. Listeners included in the analyses had no prior train-
ing in prosody transcription or prosodic phonology and were monolingual, native 
speakers of American English. The majority were residents of Illinois from child-
hood, from areas associated with the Northern Cities or Midlands varieties of 
American English. Subjects were seated at computers and given minimal instruc-
tion. They were told that they would hear excerpts from recorded interviews with 
speakers of American English, and they would mark the transcript for each word 
they heard as prominent. The experimenter defined prominence by reading the 
short script in (1), but no example sound file was played to demonstrate promi-
nence. Subjects were also told to expect variation among speakers in the frequency 
and expression of prominence, and that they should not be concerned with getting 
the “right” transcription, as the experimenter was interested in how listeners might 
differ in their perception of prominence.

(1)	 Instruction script read to subjects:
	� “In normal speech, speakers pronounce some word or words in a sentence 

with more prominence than others. The prominent words are in a sense 
highlighted for the listener, and stand out from other non-prominent words. 
In some of the excerpts you will hear, you will be asked to mark all 
prominent words by underlining them.”

The experiment was run in five sessions, with a total of 74 subjects randomly as-
signed to one of four subsets of short excerpts, with between 15–22 subjects per 
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subset, and an additional 23 subjects assigned to the long excerpts. All subjects 
within a subset were presented with the same audio files in randomized order. The 
ordering of excerpts on the printed transcripts followed the order of audio presen-
tation. Subjects listened to the speech excerpts through headphones and were asked 
to mark the printed transcript for the location of prominent words. The experiment 
also included a parallel task where the same subjects transcribed a different subset 
of speech excerpts for the location of perceived prosodic phrase breaks. Subjects 
did not view any graphical display of the speech signal, so transcriptions were 
based only on auditory impression. Subjects worked through the transcription task 
at their own pace, opening sound files in a fixed sequence by clicking on icons ap-
pearing on the screen. The transcriptions were done in real time and subjects could 
not stop or re-start the recording. They listened to each excerpt twice through in 
succession, and were allowed to mark changes to their transcription on the second 
play as shown schematically in (2). Prominent words were marked with an under-
line beneath the entire word (2a). A mark could be retracted by striking through the 
word (2b), and a retracted mark could be recalled by circling the word (2c). No 
further changes could be recorded. Subjects were instructed not to attempt erasing, 
in order to avoid slowing down and losing track of the flow of speech.

(2)	 a.	 word word word
	 b.	 word wo/ rd word
	 c.	 word wo/ rd word

2.3.  Data coding and assessing reliability

The transcriptions were pooled over all listeners to obtain two population-wise 
prosody scores for each word. The P-score is a number between 0 and 1 that rep-
resents the proportion of transcribers who perceived that word as prominent, and 
the B-score is a similar encoding for the perception of a boundary following the 
word. These scores provide a probabilistic coding of prosody for each word, with 
higher scores indicating greater agreement among transcribers, presumably re-
flecting less ambiguity in the prosodic organization of the utterance, and/or the 
presence of stronger or more salient cues. Figure 2 shows an example of a partial 
excerpt, plotting the P-score and B-score for each word. This example illustrates a 
typical finding, namely, that there are many words that transcribers agree are not 
prominent (or not at a boundary), but there are few if any words where transcribers 
reach the same rate of agreement on the positive assignment of prominence (or 
boundary).

The reliability of this probabilistic coding of prosody was assessed through a 
study of inter-transcriber agreement for the short excerpt transcriptions. Similar 
results are expected for the long excerpts. Given the large number of transcribers 
marking each set of excerpts, we used Fleiss’ multi-rater agreement statistic (Fleiss 
1971), rather than the more frequently used Cohen’s statistic, which is calculated 
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over pairs of raters. Like Cohen’s statistic, Fleiss’ statistic measures the actual 
agreement in relation to the expected agreement based on the number of raters and 
the number of response options, but factors-in response variation over the entire 
group of raters in the calculation of expected agreement. Fleiss’ kappa coefficients 
and their normalized z-scores are shown in Table 1. Agreement rates are higher for 
boundary perception than for prominence, but the z-scores are in every case highly 
significant (α = 0.01), indicating that transcriber agreement in both boundary and 
prominence perception is reliably beyond chance expectation. Further results from 
the reliability study are reported in Mo, Cole and Lee (2008).

The results from Fleiss’ statistic, and similar findings from Cohen’s kappa sta-
tistic over all pairs of transcribers (reported in Mo, Cole and Lee 2008) indicate 
variability in listeners’ perception of prominence and boundary. The probabilistic 

Figure 2.  Graph of probabilistic prominence (P) scores and boundary (B) scores for each word in a 
sample utterance from the test corpus. Prosody scores are based on pooled transcriptions 
of 20 transcribers.

Table 1.  �Results from the multi-transcriber reliability study for the transcriber groups assigned to 
each set of short excerpts, with Fleiss’ kappa coefficients and their normalized z-scores. At 
α = 0.01, significance is reached at z = 2.32. All z-scores are highly significant.

Excerpt set 1 2 3 4

prominence Kappa   0.373   0.421   0.394   0.407
z 19.43 20.48 18.15 18.31

boundary Kappa   0.612   0.544   0.621   0.575
z 27.62 21.87 25.05 26.22
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prosody scores also reveal variability across speakers. Looking at transcribers’ 
responses by speaker, we observe that the same transcribers respond differently to 
different speakers. Figure 3 shows the pattern of P-scores and B-scores for the 
same group of transcribers for each of 18 speakers, in a plot of the mean interval 
between prominences or boundaries over all the transcribed utterances for a given 
speaker. The mean interval measure is a measure of the frequency of prominent 
words and boundaries for each speaker, as perceived by the group of 15–22 tran-
scribers who transcribed each speaker. The speakers displayed in the center of the 
chart are those for whom transcribers perceive roughly equal intervals between 
prominences and boundaries (labeled on the chart as P ≈ B), indicating that on 
average there is one prominence within each perceived prosodic phrase. We inter-
pret this as a pattern in which transcribers are mostly responding to the nuclear 
accented word within the phrase (typically the rightmost accented word). Speakers 
towards the left side of the chart are those for whom transcribers perceive on aver-
age a shorter interval between boundaries than between prominent words (P > B). 
This means that there are some intervals for which transcribers perceive no prom-
inent words. Speakers towards the right side of the chart are perceived on average 
as producing longer intervals between boundaries than between prominences 
(P < B), indicating that transcribers perceive multiple prominences in at least some 
prosodic phrases for these speakers. This variation in the patterns of utterance-

Figure 3.  Plot of the mean interval between perceived prominences (P-interval) and boundaries (B-
interval) for 18 speakers, shown individually. Intervals are measured in number of words. 
Mean intervals are calculated based on all transcribers who transcribed a given speaker 
(15–22), and all transcribed utterances from that speaker. Speakers differ in the relative 
length of P-intervals and B-intervals, as described in text.
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level prosody perception by speaker suggests that speakers may differ from one 
another either in their use of prosody (i.e., in the phonological prosodic structures 
assigned to an utterance), or in the salience of their phonetic encoding of prosody, 
or in both, and that listeners are sensitive to these individual differences in prosody.

3.	 Correlates of perceived prominence

The reliability study shows that listeners agree at above chance levels on their 
perception of the prominence status of words in conversational speech, and in this 
section we explore the bases of prominence perception, testing two hypotheses. 
First, we examine the acoustic properties of words in relation to their perceived 
prominence, to test the hypothesis that prominence perception is signal-driven, 
based on the acoustic encoding of phonological prosodic features. The second hy-
pothesis we test is termed expectation-driven perception, which is based on the 
finding from prior studies that the information status of a word correlates with 
acoustic prominence. If a listener recognizes a word as low-frequency or repeated 
from an earlier mention in the discourse, then based on their prior experience with 
such words, the listener may simply expect that such a word will not be prominent, 
independent of its actual acoustic form, and judge it as such in the transcription 
exercise. Under this scenario, the listener may judge prominence based on infor-
mation status alone, rather than judging the acoustic form directly. In this sense, 
the listener’s judgment of word prominence is driven by their expectation based on 
prior experience of the word. There is a third hypothesis that is tested in Section 4, 
and that is that the acoustic signal and the information status of a word mutually 
predict the listeners’ judgment of prominence. This would be the situation if acous-
tic prominence is correlated not only with perceived prominence, but equally with 
a word’s information status, e.g., if high-frequency and repeated words have the 
same characteristics of low acoustic prominence.

3.1.  Acoustic differences related to perceived prominence

Acoustic measures of intensity, duration, spectral emphasis, and less consistently 
F0, have been shown in prior work to correlate with phrasal prominence. We 
have examined the same parameters from all stressed vowels of each word from 
the short excerpts, using correlation analyses with measurements that were z-
normalized within each vowel phone category. Table 2 shows each vowel and its 
frequency in our database of short excerpts.

Results of correlation analyses for duration (ms), RMS intensity (dB), and RMS 
bandpass filtered intensity (dB) as predictors of perceived prominence for each 
stressed vowel are reported in Mo (2008) and summarized here.2 F0 measures 
yield no or very weak relation to P-scores under ANOVA and correlation analyses, 
and are not discussed further here.3 The bandpass filtered intensity measures were 
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taken in the frequency bands 0 –.5, .5–2, 2– 4 kHz to assess spectral emphasis, 
shown by Sluijter and van Heuven (1996) to be a reliable correlate of word stress 
in Dutch, and by Heldner (2003) and Tamburini (2005) also to be characteristic of 
phrasal stress prominence in Swedish and English, respectively.

Correlation analyses were conducted to explore the relationship between per-
ceived prominence and acoustic measures. Pearson’s bivariate correlations be-
tween P-scores and the acoustic measures of duration and overall intensity were 
calculated over all vowels. Both measures show a significant positive correlation 
[Duration: r = .204, p < .001; Overall intensity: r = .180, p < .001]. More listeners 
perceive a word as prominent when its stressed vowels are longer in duration and 
louder, though the correlation with duration is stronger. Table 3 shows correlation 
results for individual vowels. Again, we observe many correlations between  
P-scores and duration or intensity measures, but over the set of 14 vowels, more 
vowels show a significant correlation with duration than with the intensity mea-
sures, and the correlation strength is greater for duration than for any intensity 
measure. Among vowels, the maximum r for duration is 0.491, while the next 
highest correlation is with Intensity .5–2 kHz, where r = 0.349. The breakdown by 
vowel also reveals that for the non-low back, rounded vowels /oʊ, u/ no correlation 
holds between P-scores and measures of acoustic prominence. We do not pursue 
this finding further, but consider the possibility that some vowels are inherently 
more prominent than others.4

These findings reveal a pattern of acoustic correlates of perceived prominence in 
our study that resemble the patterns reported in prior studies. In our study, untrained 
listeners perceive a word as not prominent when it has weak acoustic prominence, 
and are most consistent in judging a word as prominent when it has enhanced 
acoustic prominence. This pattern is strongest for the acoustic correlate of duration.

3.2.  Information status correlates of perceived prominence

Correlation analyses were conducted to test the relationship between the infor
mation status of a word and listeners’ perception of prominence. Two measures 
of information status were evaluated. First, we estimated the token frequency of 
each word in our corpus with the log frequency of the same word in the Switch-
board corpus of spontaneous, conversational speech.5 The Switchboard corpus is 
much larger than Buckeye, comprising over 240 hours of recorded telephone con-
versations from over 500 speakers of American English (Godfrey, Holliman and 
McDaniel 1992), and therefore provides a better basis for calculating token fre-
quency. The second measure of information status was the repetition index encod-
ing the number of times a word had been repeated in the preceding portion of its 
discourse segment, i.e., in the 31–58 s. “long” excerpts used for this part of the 
analysis. The first mention of a word has the repetition index of 1, second mention 
has the index 2, and so on. Because repeated words are less common in shorter 
excerpts, we expanded the database for this part of the study to include the long 
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excerpts from 9 speakers. Correlation analyses are reported for the short and long 
excerpts separately in what follows. Furthermore, since function words tend to be 
repeated in a discourse segment more often than content words, reflecting the over-
all high token frequency of function words, we conducted additional correlation 
analyses on the set of repeated words after removing all function words from the 
set. For similar reasons, we also analyzed the data set after removing frequently 
reduced words (including many pronouns, determiners, auxiliary verbs, preposi-
tions, and sentence conjoiners), from a list of about 80 items identified by Hud-
dleston and Pullum (2002). We reason that frequently reduced words may be 
judged for prominence differently than words that are not frequently reduced, es-
pecially if the reduced form represents a distinct lexical item than its less common 
unreduced counterpart.

Looking first at log-frequency, Table 4 shows a significant negative correlation 
between log-frequency and P-score. Listeners are more likely to perceive a word 
as prominent (yielding a higher P-score for the word) if it is a low-frequency word. 
Linear regression analysis shows higher r2 values for the dataset of short excerpts 
that includes all words, indicating that frequency is a stronger predictor of per-
ceived prominence when function words and frequently reduced words are in-
cluded in the analysis. This is not surprising, given that function words have high 
frequency and are often reduced, and reduction is a characteristic of non-prominent 
words. When such words are removed, the r2 values drop, indicating that for most 
content words factors other than word frequency play a larger role in prominence 
perception than they do for function words. But even without function words and 
reduced words, the correlation between word frequency and P-scores remains 
highly significant. The long excerpts show a similar pattern of negative correlation 
between word frequency and P-scores, but with r2 values that are intermediate 
between those of the various datasets for the short excerpts. This finding most 
likely reflects the fact that the long excerpts were chosen to provide more data on 
repetition effects, with the criterion that they included a large number of repeated 
words, and especially repeated content words. Thus, it is reasonable to think that 
the influence of function words and reduced words on prominence perception may 
have been less for the long excerpts.

Table 4.  �Pearson’s correlation and linear regression analyses of P-scores ( pooled over transcribers) 
and log-frequency (calculated from the Switchboard corpus), for words in four data sets: all 
short excerpts, short excerpts minus frequently reduced words or minus function words, and 
long excerpts. Significant correlations (r) at p < .001 (1-tail) are marked with **.

Data set N Pearson’s r r2

Short excerpts, all words 2024 −.505** .255
Short excerpts minus frequently reduced words 1217 −.432** .187
Short excerpts minus function words   778 −.302** .091
Long excerpts 1725 −.432** .187
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Turning now to the relationship between word repetition and perceived promi-
nence, Figure 4 shows the distribution of P-scores for words in the short excerpts 
that are repeated at least once in the excerpted part of the discourse segment. There 
is a trend towards decreasing P-scores from the first to third mention of a word, but 
the P-scores increase for the fourth mention. We observe a similar trend of increas-
ing P-scores after the second or third mention of a word in every dataset we have 
examined, and the effect seems to reflect an increased prominence on a word that 
is reintroduced in the discourse, sometimes with contrastive focus. It bears noting 
that the number of words in each repetition group decreases sharply after the sec-
ond mention, indicating that while repetition is common in these materials, there 
are still few instances where a word is repeated more than two times within a sin-
gle discourse segment.

Table 5 shows the results of correlation and regression analyses for the factors 
P-score and Repetition index. Again, we look separately at short excerpts, with and 
without function words, and long excerpts. For the short excerpts, there is a sig-
nificant negative correlation between P-score and Repetition index in the expected 
direction: repeated words tend to be perceived as prominent less consistently than 
first mention words. The correlation is stronger over the first through third men-
tion, and decreases somewhat when fourth and subsequent mention words are in-
cluded in the model. This reflects the upward trend of P-scores for fourth (and 
subsequent) mention words, as seen in Figure 4. The same trend is evident in the 
P-scores for repeated words in the long excerpts. The correlation between P-scores 
and Repetition index for the long excerpts is not significant when all repetitions are 
included in the model, but when we restrict the model to just first and second men-
tion words, there is a significant negative correlation.

Figure 4.  �Boxplots of P-scores for words in short excerpts, grouped by repetition index. These plots 
include only words that occur with at least two instances (repetition indices 1 and 2) in the 
same discourse segment. The number of words in each group is indicated above each box. 
Total N = 256 words.
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The correlation analyses presented in this subsection show that listeners’ per-
ception of prominence is related to word frequency, and to a lesser extent, the 
word’s status as repeated in the discourse segment. Word frequency is a better 
predictor of perceived prominence than the repetition index, accounting for 26% 
and 19% of the variance in P-scores in the short and long excerpts, respectively.6 
Function words and other frequently reduced words contribute strongly to this ef-
fect, but the correlation is still fairly strong for long excerpts, which were chosen 
to maximize repeated content words.

3.3.  Interim summary

The correlation analyses in Section 3.1 show that the perception of prominence in 
conversational speech by ordinary listeners is correlated with acoustic measures of 
prominence, consistent with the hypothesis of signal-driven prominence percep-
tion and the findings reported in prior work. Section 3.2 shows that prominence 
perception is also correlated with word frequency and to a lesser degree repetition. 
In Section 1 we reviewed prior work showing a relationship between acoustic 
prominence and measures of information status, such as word frequency. Frequent 
words, and words that are strongly predicted by context, have lower acoustic 
prominence compared to low-frequency and less predictable words. This link be-
tween information status and acoustic prominence raises a question for our study. 
Does acoustic prominence (in duration and intensity) correlate with word fre-
quency and repetition in the Buckeye data, and if so, does it explain the correlation 
we observe between word frequency and perceived prominence? In other words, 
are the effects of word frequency and repetition on perceived prominence in this 
study modulated through acoustic information? If so, then we could say that lis
teners judge prominence on the basis of the acoustic signal, perceiving words as 
prominent when they have increased duration and intensity. Any factor that influ-
ences the acoustic correlates of prominence would be expected to correlate with 
perceived prominence, but only indirectly. This is the scenario of signal-driven 
prominence perception. On the other hand, if word frequency or repetition were 
found not to influence duration and intensity, contrary to expectations based on 

Table 5.  �Pearson’s correlation and linear regression analyses of P-scores ( pooled over transcribers) 
and repetition indices for words in short excerpts (with and without frequently reduced 
words and function words) and long excerpts. Significant correlations (r) at p < .001 (1-tail) 
are marked with **.

Data set Repetition coding N Pearson’s r r2

Short excerpts, all words 1st–6th repetition 891 −.113** .013
1st vs. 2nd vs. 3rd+ 891 −.128** .016

Short excerpts minus function words 1st–4th repetition 164 −.242** .059
Long excerpts, all words 1st–5th+ repetition 481 −.061 .002
Long excerpts, all words 1st vs. 2nd repetition only 299 −.139** .017
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findings from prior studies, that would imply that the correlation between per-
ceived prominence and word frequency or perceived prominence and repetition is 
not mediated by acoustic properties, and instead, that listeners are responding di-
rectly to the information status of a word in judging its prominence.

To further probe the role of a word’s information status in prominence percep-
tion, we turn next to an analysis of the correlation between acoustic measures and 
the measures of information status – word frequency and repetition. The acoustic 
correlates of frequency and repetition will be compared to the acoustic correlates 
of perceived prominence, to further test the hypothesis of signal-based prominence 
perception.

4.	 Acoustic correlates of word (log-) frequency and repetition

Correlation and regression analyses were conducted to test the relationship be-
tween acoustic measures of prominence and the information status features of log-
frequency and repetition. An interesting complementarity appears between the 
acoustic correlates of frequency and repetition. Duration is the only significant 
acoustic correlate of repetition (r = −0.15, p < .05), whereas intensity and spectral 
emphasis are correlates of word frequency, but duration is not (Overall intensity: 
r = −0.15, p = .041; Intensity 0 –.5 kHz: r = −0.18, p < .05; Intensity .5–2 kHz: 
r = −0.17, p < .05; Intensity 2– 4 kHz: r = −0.67, p < .01). Linear regression statis-
tics are given in Table 6, and with one exception, the low r2 values indicate that 
log-frequency and repetition are not very strong predictors of variation in these 
acoustic prominence measures. The exception is with log-frequency, which is a 
fairly good predictor of intensity in the 2– 4 kHz frequency band (r2 = .449).

If the correlations reported in section 3.2 between perceived prominence and 
measures of information status (frequency and repetition) are modulated through 
acoustic information, then we would expect to find similarities between, for 
example acoustic correlates of prominent and low-frequency words, or between 
acoustic correlates of prominent and first mention (or not-repeated) words. We 

Table 6.  �Linear regression statistics (r2) for word log-frequency and repetition as predictors of acous-
tic measures of duration, intensity and spectral emphasis ( bandpass-filtered intensity). Data 
from short excerpts, including only words that have repeated mention. Acoustic measures 
from all stressed vowels, pooled. Asterisks mark cells where the correlation between the two 
factors is significant at p < .05 (1-tail).

Log-frequency Repetition

Duration 0.001 0.024*
Overall intensity 0.024* 0.001
Intensity 0 –.5 kHz 0.034* 0.002
Intensity .5–2 kHz 0.028* 0.003
Intensity 2– 4 kHz 0.449* 0.002
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focus our comparison on acoustic correlates of prominence vs. frequency, leaving 
aside repetition for the moment, since we saw in section 3.2 that frequency is more 
strongly correlated with perceived prominence than is repetition.

From Table 3 above we observe that among the acoustic measures, duration and 
intensity in the mid-range frequency band (.5–2 kHz) are the most reliably corre-
lated with P-scores: 9 out of 14 vowels show duration as a correlate of P-scores 
with r values ranging from 0.198– 0.419; 8 vowels show mid-range intensity as a 
correlate of P-scores with r values ranging from 0.271–.349.7 On the other hand, 
we see from Table 6 that overall intensity and especially spectral emphasis (with 
increased energy in the high frequency range) are the primary correlates of word 
frequency. With the exception of spectral emphasis as a correlate of word fre-
quency, these statistically significant correlations are weak, accounting for less 
than 10% of the variance in the dependent variable (P-scores or acoustic mea-
sures). The weak correlations likely reflect the fact that these data are drawn from 
a corpus of spontaneous speech. We have not controlled for (or statistically mod-
eled) acoustic variability due to individual speakers or due to contextual factors 
known to influence these acoustic measures. Nonetheless, comparing these find-
ings we may say that words perceived as prominent tend to have longer duration 
and a weak tendency for spectral emphasis in the mid frequency range, while 
words that are low-frequency do not show these effects, but show a much stronger 
tendency for increased high-frequency spectral emphasis instead. Table 7 summa-
rizes the comparison. Perceived prominence and word frequency differ somewhat 
in their acoustic characterization, which suggests that the correlation we have ob-
served between perceived prominence and word frequency is not completely mod-
ulated through acoustics. The effect of word frequency on prominence perception 
appears to be at least partly independent of acoustic prominence.

5.	 Statistical models of P-score variance

To further explore the role of acoustic measures, word frequency and repetition as 
factors that influence listeners’ perception of prominence, we conducted additional 
statistical analyses with regression using Hierarchical Linear Models (HLM). 

Table 7.  �Comparison of significant acoustic correlates of word frequency (log-frequency) and per-
ceived prominence (P-scores) from analyses of short excerpts. Mean r2 values for all vowels 
are shown in parentheses, summarizing data from Tables 3 and 6.

Frequency Perceived prominence

Significant acoustic correlates duration No Yes (r2 = .089)
intensity Yes (r2 = .024) Yes (r2 = .053)
spectral emphasis Yes (r2 = .449)

( high frequency)
Yes (r2 = .07)
(mid frequency)
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HLM allows us to test the individual contribution of each factor, or sets of factors, 
in accounting for the overall variance in P-scores. Individual factors are entered in 
the model in a step-wise fashion (in separate levels of the model), as predictors of 
P-score variance. Analyses with HLM were carried out with the full dataset from 
the short excerpts.

The first two models, summarized in Table 8, coded three levels of predictor 
variables: the normalized duration measure of a word was entered by itself as one 
level, the log frequency and repetition index of a word were combined in a second 
level, and the intensity measures (overall intensity, and three sub-band intensity 
measures) were combined in a third level. In Model I the information status mea-
sures (log frequency and repetition index) were entered in the first step, followed 
by duration and intensity measures in the second and third steps, respectively. This 
model simulates a perceptual process by which the information status of a word 
impacts the perception of prominence before the acoustic prominence is consid-
ered. Model II starts with the acoustic measures in the first two steps (duration 
followed by intensity), and then enters the information status measures in the final 
step, simulating a perceptual process in which acoustic prominence is considered 
prior to word frequency and repetition. As shown in Table 8 factors at all levels 
were significant predictors of P-score variance. The R2 change values show that 
the  information status measures taken together were the strongest predictors of  
P-score variance, accounting for 19% of the variance in Model I (when applied 
first) and 18% of the variance in Model II (when applied last). The duration mea-
sure was the second largest predictor variable, accounting for 6% of the overall 
P-score variance in both Models I and II. Intensity measures combined were the 
least predictive factors in these models, accounting for a mere 2% (Model I) or 3% 
(Model II) of the total variance. These models achieved comparable results, both 
predicting a total of 27% of the variance in P-score values.

Additional tests using HLM were conducted using Principal Component Anal
ysis (PCA) to further reduce the number of predictor variables, eliminating re
dundancy in the sets of factors combined into a single level in Models I and II. 
PCA selects all components with eigenvalues greater than one, which in each case 

Table 8.  �Results of hierarchical linear regression models with acoustic measures, word log-frequency 
and repetition index as predictors of P-score variance. Models I and II differ in the order in 
which the factors were applied.

 R2 R2 change Sig. of R2 change

With acoustic measures Model I Log_freq & rep .187 .187 <.001
Dur .245 .058 <.001
Intensities .269 .024 <.001

Model II Dur .064 .064 <.001
Intensities .093 .030 <.001
Log_freq & rep .269 .175 <.001
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presented here resulted in a single component. Models III and IV were tested using 
PCA over the set of intensity features. The resulting intensity component was en-
tered by itself in a separate level of the HLM, with the combined frequency and 
repetition measures as a second level and duration as a third level. As before, 
Model III first applies frequency and repetition, followed by the acoustic measures 
of duration and the principal component measure of intensity in steps two and 
three. Model IV uses the same levels, applied in the sequence of Model II (acoustic 
predictors precede information status predictors). Table 9 shows that for Models 
III and IV, as for Models I and II, the combined factors of frequency and repetition 
are the strongest predictors of P-scores, with duration and PC-intensity following 
in order. The overall success of these models using the principal component of 
intensity measures is slightly less than for Models I and II, accounting for 26% of 
the variance of P-scores.

Models V and VI were constructed using PCA to reduce the two measures of a 
word’s information status to a single factor. As seen in Table 9, these models are 
less successful than Models I–IV, accounting for only 21% of P-score variance, 
due to the weaker contribution from the principal component factor based on log-
frequency and repetition. Models VII and VIII fare even worse, using principal 
components of word information status and intensity, and accounting for a total of 
20% of P-score variance.

Table 9.  �Results of hierarchical linear regression models using Principal Component Analysis with 
acoustic intensity (Models III, IV, VII, VIII) and with word log-frequency and repetition index 
(Models IV, V, VII, VIII) as predictors of P-score variance. Pairs of models with the same 
predictor variables differ in the order in which the predictor variables are applied.

R2 R2 change Sig. of R2 change

With PCA of intensity Model III Log_freq & rep .187 .187 <.001
Dur .245 .058 <.001
PC (intensity) .260 .015 <.001

Model IV Dur .064 .064 <.001
PC (intensity) .080 .018 <.001
Log_freq & rep .260 .179 <.001

With PCA of word info Model V PC (info) .126 .126 <.001
Dur .185 .059 <.001
intensities .214 .029 <.001

Model VI Dur .064 .064 <.001
intensities .093 .030 <.001
PC (info) .214 .121 <.001

With PCA of intensity 
and word info

Model VII PC (info) .126 .126 <.001
Dur .185 .059 <.001
PC (intensity) .202 .017 <.001

Model VIII Dur .064 .064 <.001
PC (intensity) .081 .018 <.001
PC (info) .202 .121 <.001
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These HLM results indicate that although we can reduce the complexity of the 
analysis and eliminate potential redundancy in the predictor variables by using 
PCA, the resulting models are not as successful in predicting P-scores as are the 
models that code each factor individually. This finding suggests that each of the 
individual factors considered here contributes in some way to listeners’ perception 
of prominence. A further observation from these models is that the contribution 
from the duration measure was relatively stable across models. This indicates that 
duration plays a moderate but consistent role in signaling prominence despite dif-
ferences in the role of other factors due to method of analysis.

The HLM tests use linear regression, which are appropriate models under the 
assumption that the predictor variables are linearly related to P-scores. In a recent 
study examining the relationship between word frequency and acoustic duration, 
Kuperman et al. (2008) demonstrate that non-linear functions provide a better 
model of the relationship between duration and word frequency in spontaneous 
speech data from Dutch, German, Italian and American English. Indeed, they use 
a subset of the Buckeye corpus for their analysis of American English, which is the 
same corpus used in the present study. To investigate the possibility of a non-linear 
relationship between P-scores and information status measures, we conducted a 
series of non-linear regression analyses. Specifically, we compared results between 
regression models using linear, quadratic and cubic functions. The results of this 
comparison are given in Table 10 and show that the cubic model uniformly provides 
the best prediction of P-scores with each of the three sets of predictor variables. 
This finding is consistent with the results of Kuperman et al. (2008), where words 
with low and high duration tend to have lower log-frequency than words with less 
extreme duration values. Yet, the cubic models also have greater complexity (a 
greater degree of freedom). Comparing the F-ratio of the cubic and linear models, 
the increase of the sum of squares divided by the increase in the degree of freedom 
reveals no significant gain for the cubic over the linear model. We conclude that 

Table 10.  �Comparison of results from linear, quadratic and cubic regression models predicting P-
scores ( from short excerpts) from three sets of factors: word log-frequency and repetition; 
duration, and the principal component of intensity measures.

R2 Sig.

Word_freq & rep Linear .187 <.001
Quadratic .187 <.001
Cubic .195 <.001

Dur Linear .061 <.001
Quadratic .066 <.001
Cubic .070 <.001

PC (intensity) Linear .021 <.001
Quadratic .021 <.001
Cubic .022 <.001
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although the non-linear cubic model provides a somewhat better fit for the rela-
tionship between P-scores measures of acoustic prominence and the information 
status of a word, the linear model offers a comparable and simpler model. We leave 
further investigation of non-linear models for future work.

To summarize, the findings from the HLM and non-linear regression models 
provide strong evidence for non-structural factors related to a word’s information 
status as factors that influence listeners’ perception of prominence in spontaneous 
speech. Under all the models tested the information status factors are stronger 
predictors of perceived prominence, by a factor of two or more, compared to the 
acoustic factors of duration, overall intensity and spectral emphasis. All of the fac-
tors are significant predictors of perceived prominence, and the HLM models 
clearly show that no factor is redundant: each factor is significant in each model, 
regardless of the order of application. These findings demonstrate that prominence 
perception is both signal-driven (influenced by acoustic factors) and expectation-
driven (influenced by word frequency and repetition).

6.	 A processing model of factors influencing prominence perception

What is the mechanism by which word frequency, and possibly other factors re-
lated to the information status of a word, can influence a listener’s judgment of the 
prominence of a word in an utterance? We propose that this effect can be modeled 
with reference to lexical processing. The basic idea is that the listener’s judgment 
of prominence may directly reflect the speed or ease of lexical access.

As discussed in Section 1, word predictability is inversely related to acoustic 
prominence (Bell et al. 2003; Gregory 2002; Watson, Arnold and Tanenhaus 2008): 
less predictable words show greater acoustic prominence (e.g., longer duration, 
higher F0, less incidence of reduction). We can characterize predictable words in 
terms of a speech processing model as words whose lexical units are strongly acti-
vated due to local priming or frequency in the language (Goldinger, Luce and 
Pisoni 1989; Luce and Pisoni 1998; Marslen-Wilson 1990). Increased activation 
levels of lexical units facilitate processing both in perception (e.g., Grossberg 
2003; Vitevitch and Luce 1999) and production (e.g., Levelt, Roelofs and Meyer 
1999; Marslen-Wilson 1990). To put it simply, a word is perceived and produced 
more rapidly under increased activation of lexical and sub-lexical units, which oc-
curs when a word is predicted from local context, or for high frequency words, 
which have high resting activation levels. This facilitation effect is reflected in 
production in shorter phonetic durations for predictable words, presumably be-
cause processing for the following word is started sooner, giving rise to reduced 
word forms. Words that are less predictable lack this facilitation, and so may ex-
hibit the full duration that is expected on the basis of the lexically specified phono-
logical content of the word. In perception, increased activation of lexical and sub-
lexical units results in faster response times in tasks involving lexical access, such 
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as word recognition. When lexical access is facilitated through high activation 
levels, there are fewer demands on the processing resources used in speech under-
standing. We propose that the listener’s perception of prominence may directly 
reflect the demands of speech processing. A listener may judge a word as promi-
nent when processing the word is resource-intensive. Processing demands will be 
higher, requiring more time, when there are lower activation levels for the lemma 
or word-form units of the target word, such as with low-frequency, unfamiliar, or 
otherwise unpredictable words.

In this processing-based account, prominence is both a speaker-based and 
listener-based phenomenon. Acoustic prominence can arise through lexical access 
in production, as a speaker-based phenomenon of prosody, resulting in greater 
acoustic prominence for low-frequency words. This lexical processing effect on 
acoustic prominence may be at least partly independent of acoustic prominence 
that reflects phonological structure, e.g., pitch prominence that expresses a phono-
logical pitch accent assigned to a metrically strong syllable as a feature marking 
pragmatic focus. In addition, perceived prominence can also arise through the pro-
cessing demands of comprehending speech, which also involves lexical access, as 
a listener-based phenomenon. Very often, these two sources will converge and a 
word that is produced with acoustic prominence will also be perceived by the lis-
tener as prominent. But the model also allows for cases where a listener perceives 
a word as prominent, reflecting resource-intensive processing, even when the 
speaker has not produced the word with strong acoustic cues to prominence. In this 
account, prominence perception is signal-driven to the extent that speakers’ pro-
ductions contain acoustic cues to prominence, and listeners are sensitive to those 
cues. But prominence perception is also driven, at least in part, by activation pat-
terns that characterize the listener’s expectations in the course of speech processing.

7.	 Conclusion

This study has shown that untrained listeners reliably perceive prosodic prominence 
in spontaneous speech, based only on their impressions from real-time listening, and 
their transcriptions are in agreement well above chance levels. The perceived prom-
inence of a word, as measured through a probabilistic prominence score, is strongly 
correlated with acoustic measures of prominence taken from the stressed vowel(s), 
and especially with vowel duration. Thus, prominence perception is partly signal-
driven. In addition, two factors related to a word’s information status – word fre-
quency and repetition in discourse – are also correlated with perceived prominence, 
providing evidence that prominence perception is also partly expectation-driven.

When we examine the acoustic correlates of word frequency (a stronger pre
dictor of perceived prominence than repetition), we find that low-frequency 
words have a somewhat different set of acoustic correlates than do words that are 
perceived as prominent by ordinary listeners. In particular, low-frequency words 
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display spectral emphasis in the high frequency region (a measure of increased 
vocal effort), while prominent words are notable primarily in their tendency to 
have longer duration than non-prominent words. This finding, that the acoustic 
correlates of perceived prominence and word frequency are somewhat different, 
also points to the conclusion that the relationship between perceived prominence 
and word frequency is not wholly mediated through the acoustic signal. While 
listeners may judge a word as prominent based on its acoustic properties, it appears 
that listeners’ prominence rating may also directly reflect word frequency.

Further evidence that a word’s information status, as measured through word 
frequency and the repetition index, influences prominence perception is obtained 
from hierarchical linear regression models showing that word information mea-
sures and acoustic measures of duration and intensity are independent factors that 
contribute to P-score variance, with the information measures being stronger pre-
dictors of P-scores than the acoustic measures combined. As already noted, this 
finding is evidence that prominence perception is partly expectation driven. In the 
processing model proposed here, prior experience, either in the context of the dis-
course or overall experience with the language, facilitates processing and demands 
fewer resources in the task of recognizing the word. This ease of processing then 
influences the listener’s judgment that the word is not prominent.

From the listener’s perspective, a word may be judged prominent because (i) 
it  exhibits enhanced acoustic properties, or (ii) it was relatively unpredicted 
and  thus demanded extra processing resources. Prominence in the first sense is 
speaker-based and signal-driven, while in the second sense it is listener-based and 
expectation-driven. And though these two notions of prominence differ somewhat 
in their acoustic correlates, it’s possible that they share a common basis in attention, 
conceived here as a processing resource (Anderson 2004). We have already de-
scribed how low-frequency words may require more processing resources than 
high-frequency words. If we consider processing resources as a form of attention, 
then we can point to a parallel between the two notions of prominence. A word with 
acoustic prominence attracts the listener’s attention in direct response to the acous-
tic modulation, while processing a low frequency word demands greater attention 
because of the lower activation levels of its lexical and/or sub-lexical units. Viewing 
the results of the present study in these terms, we can say that prominence ratings 
produced in the task of online prosody transcription reflect the relative attention the 
listener commits to processing each word in its given discourse context. This notion 
of prominence perception that relates to attentional resources in speech processing 
successfully links the speaker and the listener in the communication of prosody.
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Notes

1.	 As noted by a reviewer, the finding that trained listeners assign prominence to a word that exhibits 
reduced acoustic prominence may reflect the fact that prosody judgments of a trained listener 
working in a ToBI framework (among others) are based on a richer set of cues, including the visible 
pitch contour and other aspects of the visual speech display. Of course, visual cues from the speech 
display do not play a role in ordinary speech communication.

2.	 Additional findings from acoustic analysis of this dataset are reported in Mo’s doctoral thesis in 
progress.

3.	 We think that the failure to find a correlation between F0 and perceived prominence may be due in 
part to the “paradigmatic” normalization method we used, where acoustic measures are normalized 
within vowel phoneme category, pooling data from all speakers in the corpus. In our ongoing work 
we are looking at syntagmatic normalization methods, that normalize acoustic measures locally 
within a stretch of speech defined temporally or on the basis of phonological structure. Preliminary 
results show some positive correlations between F0 and perceived prominence, but suggest that F0 
is not as reliably correlated with perceived prominence as duration or intensity, consistent with the 
findings of Kochanski et al. (2005).

4.	 This claim is advanced by Greenburg, Chang and Hitchcock (2001) in their analysis of stress-
accent in the Switchboard corpus, although they argue for an effect of vowel height (non-high 
vowels are more likely to be perceived as stress-accented compared to high vowels), which is not 
the pattern we observe with the Buckeye data.

5.	 Word frequency statistics for Switchboard were supplied by Margaret Fleck ( p.c.).
6.	 There are more words in the datasets used for the correlation analyses with log-frequency and  

P-scores, compared to the datasets used for the analyses of correlation with Repetition, but this 
difference in sample size is not responsible for the stronger correlations with word frequency. We 
ran correlations between log-frequency and P-scores for the smaller datasets used in the Repetition 
analysis and found the same pattern. The linear regression model with log-frequency as a predictor 
of P-score yields r2 values of .22 (short excerpts) and .17 (long excerpts), with function words in-
cluded, while the regression coefficient with repetition as the predictor variable yields r2 of .01 
(short excerpts) and .02 (long excerpts).

7.	 These findings are further corroborated in correlation analyses with all vowels grouped together 
(r = 0.271). The strength of duration as a primary correlate of P-scores is also observed for dura-
tion measures normalized in a local window of five stressed syllables (Mo et al. 2009).
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